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Exercise 1:

Let E be a normed space with norm || - ||. A set of subsets E; of a normed space E is called a
cover (Uberdeckung) of F' C E, if F C |J; E;. We define the e-entropy H, of F as the smallest
natural number k, such that there exists a cover of F C F with at most 2% subsets F; with
radius r(E;) < e,i=1,..,2".

Derive the e-entropy for D = [0, 1]¢ in the /" -norm.

Show that H. is the smallest number n of questions of type “xg € T7“, we have to ask to

approximate xg with error e, < ¢, where T' C F.

Exercise 2:
Let
F={fecCio1]; |flle<1}, G=C[0,1, S:F—=G, Sf=/f.

Let N be the non-adaptive standard information operator, i.e.,

Nf= (f(tl)a 7f(tn))
Prove that r(N) = 3d(N) = 1.

Exercise 3:

We are given the following set F' of functions f : [0, 1] — IR:

F = {f = X[0,a] : @ € [07 1]}7

1 : t<a
X[o,a}(t)Z{ :

where

0 : t>a

We consider the integration problem

1
S =11 = [ xpad



on F' with information of type Ly, f = X[0,q)(t0)-
What is the minimal number of adaptive/non-adaptive information calls being necessary to

approximate I f with error e, < e.



