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#### Abstract

We study the complexity of computing the norm $\|f\|_{L_{q}(Q)}$, where $f$ is from the unit ball of a Sobolev space $W_{p}^{r}(Q)$ and $Q=[0,1]^{d}$ is the unit cube. The deterministic case is a consequence of a general result by Wasilkowski. We consider the randomized setting with standard information and determine the order of the randomized $n$-th minimal error. Furthermore, we discuss problems related to the arithmetic cost of the proposed algorithms and present modifications of nearly optimal arithmetic cost in the one-dimensional case.


## 1 Introduction

We study the complexity of computing $S_{q}(f)=\|f\|_{L_{q}(Q)}$ that is, the $L_{q}$ norm of a function. The function $f$ is supposed to belong to the unit ball of a Sobolev space $W_{p}^{r}(Q)$, where $Q=[0,1]^{d}$, $r \in \mathbb{N}_{0}, 1 \leq p, q \leq \infty$, and we assume that $W_{p}^{r}(Q)$ is embedded in $L_{q}(Q)$. We work in the setting of information-based complexity theory. Information is standard, that is, consists of function values.

A general result of G. W. Wasilkowski [15] states that in the deterministic setting the $n$-th minimal errors of $S_{q}$ are of the same order as those of the embedding $J: W_{p}^{r}(Q) \rightarrow L_{q}(Q)$ and thus can be derived directly from known results on approximation.

It turns out that in the randomized setting such a general result no longer holds. We determine the order of the randomized $n$-th minimal errors of $S_{q}$. For this purpose we present a randomized algorithm for computing $S_{q}(f)$ of the needed information cost and analyze its error. Furthermore, we establish matching lower bounds. We provide comparisons to approximation and integration.

The proposed algorithms both for the deterministic and randomized setting rely on the knowledge of certain integrals (of powers of the absolute value of polynomials). Except for a few constellations of the parameters $r$ and $q$ these integrals cannot be computed explicitly in the real number model of computation. In the case $d=1$ we show how to approximate these integrals in such a way that the resulting algorithms keep the optimal error rate and are implementable at nearly optimal cost. These results are new also for the deterministic setting. We also discuss some extensions.

The results of this paper raise many further interesting questions. For example, the information complexity of computing other function space norms, in particular Sobolev norms with
non-zero smoothness index, is unknown. Moreover, the randomized information complexity under linear information is not studied at all here. The arithmetic complexity for $d>1$ is open and very challenging for many situations, even for those in which the information complexity is known. This also relates to the deterministic setting.

The paper is organized as follows. Section 2 contains notation, the main result, and some comparisons to approximation and integration. In Section 3 we present a randomized algorithm and analyze its error to obtain the upper bounds for the minimal error. Section 4 is devoted to the proof of the lower bounds. In Section 5 we study implementability in the real number model of computation. Section 6 contains further discussion, including generalizations and open problems. In an Appendix, Section 7, we recall the needed formal notions of information-based complexity theory concerning algorithms and minimal errors.

## 2 Notation and the Main Result

Let $\mathbb{N}=\{1,2, \ldots\}$ and $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$. Given a Banach space $X$, we denote its unit ball by $B_{X}$. All spaces considered in this paper are assumed to be defined over the same field of scalars $\mathbb{K}$, where $\mathbb{K}=\mathbb{R}$ or $\mathbb{K}=\mathbb{C}$. Given a nonempty set $M$, we denote by $\mathcal{F}(M)$ the space of all $\mathbb{K}$-valued functions on $M$. Let $d \in \mathbb{N}, Q=[0,1]^{d}, r \in \mathbb{N}_{0}, 1 \leq p \leq \infty$. Let $L_{p}(Q)$ denote the space of equivalence classes of $\mathbb{K}$-valued, Borel measurable, $p$-integrable functions, equipped with the norm

$$
\|f\|_{L_{p}(Q)}=\left(\int_{Q}|f(x)|^{p} d x\right)^{1 / p}
$$

for $p<\infty$, and

$$
\|f\|_{L_{\infty}(Q)}=\operatorname{ess}_{\sup }^{x \in Q} \text { |f(x)|. }
$$

For $r \in \mathbb{N}$, the Sobolev space $W_{p}^{r}(Q)$ consists of all equivalence classes of functions $f \in L_{p}(Q)$ such that for all $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \mathbb{N}_{0}^{d}$ with $|\alpha|:=\sum_{j=1}^{d} \alpha_{j} \leq r$, the generalized partial derivative $D^{\alpha} f$ belongs to $L_{p}(Q)$. The norm on $W_{p}^{r}(Q)$ is defined as

$$
\|f\|_{W_{p}^{r}(Q)}=\left(\sum_{|\alpha| \leq r}\left\|D^{\alpha} f\right\|_{L_{p}(Q)}^{p}\right)^{1 / p}
$$

if $p<\infty$, and

$$
\|f\|_{W_{\infty}^{r}(Q)}=\max _{|\alpha| \leq r}\left\|D^{\alpha} f\right\|_{L_{\infty}(Q)} .
$$

For $r=0$ we set $W_{p}^{0}(Q):=L_{p}(Q)$. Let $C(Q)$ denote the space of continuous functions on $Q$, endowed with the supremum norm.

Let $1 \leq q \leq \infty$. First we note that the embedding operator $J: W_{p}^{r}(Q) \rightarrow L_{q}(Q)$ is continuous if and only if the following embedding condition holds (see [1], Ch. 5):
$\left.\begin{array}{llll} & 1 \leq q<\infty & & \text { and } \\ \begin{array}{ll}\frac{r}{d} \geq \max \left(\frac{1}{p}-\frac{1}{q}, 0\right) \\ \text { or } & \\ & q=\infty, \\ & 1<p<\infty, \\ \text { or } & \text { and } \quad \frac{r}{d}>\frac{1}{p} \\ & q=\infty,\end{array} \quad p \in\{1, \infty\}, & \text { and } \quad \frac{r}{d} \geq \frac{1}{p} .\end{array}\right\}$

Under the assumption of (1), we seek to approximate the (nonlinear) operator $S_{q}: W_{p}^{r}(Q) \rightarrow \mathbb{R}$, defined by

$$
\begin{equation*}
S_{q}(f)=\|f\|_{L_{q}(Q)}, \tag{2}
\end{equation*}
$$

that is, we want to compute the $L_{q}$ norm of functions from $W_{p}^{r}(Q)$. We consider standard information, that is, values of $f$. We also note that $W_{p}^{r}(Q)$ is continuously embedded into $C(Q)$ if and only if

$$
\left.\begin{array}{lll}
p=1 & \text { and } & r / d \geq 1  \tag{3}\\
\text { or } & \text { and } & r / d>1 / p
\end{array}\right\}
$$

see again [1], Ch. 5.
Concerning constants, we make the convention that the same symbol $c, c_{1}, c_{2}, \ldots$ may denote different constants, even in a sequence of relations. Furthermore, we use the following notation: For nonnegative reals $\left(a_{n}\right)_{n \in \mathbb{N}}$ and $\left(b_{n}\right)_{n \in \mathbb{N}}$ we write $a_{n} \preceq b_{n}$ if there are $c>0$ and $n_{0} \in \mathbb{N}$ such that for all $n \geq n_{0}, a_{n} \leq c b_{n}$. We also write $a_{n} \asymp b_{n}$ if simultaneously $a_{n} \preceq b_{n}$ and $b_{n} \preceq a_{n}$. If not specified, the function $\log$ means $\log _{2}$.

Our study is carried out in the framework of information-based complexity theory [14, 10], see also $[4,5]$ for the precise notions used here. Let $F$ be a nonempty set, $G$ a Banach space, $S: F \rightarrow G$ an arbitrary mapping, $K$ a nonempty set, and $\Lambda$ a set of mappings from $F$ to $K$. We interpret $F$ as the set of inputs, $S$ as the solution operator, that is, the mapping that sends the input $f \in F$ to the exact solution $S(f)$, and $\Lambda$ is understood as the class of admissible information functionals. Thus, the tuple $\mathscr{P}=(F, G, S, K, \Lambda)$ describes the abstract numerical problem under consideration.

The error of a deterministic algorithm $A$ is denoted by

$$
e(S, A, F, G)=\sup _{f \in F}\|S(f)-A(f)\|_{G} .
$$

The cardinality of $A$, denoted by card $(A)$, is the number of information functionals used in $A$. Let $e_{n}^{\operatorname{det}}(S, F, G)$ denote the $n$-th minimal error in the deterministic setting, that is, the minimal possible error among all deterministic algorithms of cardinality at most $n$. We refer to the Appendix, Section 7, where for the convenience of the reader the respective formal definitions are collected. If $G \in\{\mathbb{R}, \mathbb{C}\}$, we write $e_{n}^{\text {det }}(S, F)$.

In the case of our norm computation problem (as well as for the related problems of approximation $J$ and integration $I$, see below) we want to consider standard information, that is, function values $\Lambda=\left\{\delta_{x}: x \in Q\right\}$. This needs some care, because, by definition, $W_{p}^{r}(Q)$ consists of equivalence classes of functions. Let us first consider the deterministic case. If (3) holds, we put $F=B_{W_{p}^{r}(Q)}$. Each class $f \in W_{p}^{r}(Q)$ contains a unique continuous representative $f_{0} \in f$ and we set $\delta_{x}(f)=f_{0}(x)$. If (3) does not hold, the elements of $\Lambda=\left\{\delta_{x}: x \in Q\right\}$ are not well-defined on $B_{W_{p}^{r}(Q)}$. Here we set $F=B_{W_{p}^{r}(Q)} \cap C(Q)$, that is, we consider the (dense) subset of those $f \in B_{W_{p}^{r}(Q)}$ which do contain a continuous representative. Furthermore, we put $G=\mathbb{R}, S=S_{q}$ is as defined in (2) above, and $K=\mathbb{K}$.

It follows from a general result of G. Wasilkowski [15], Th. 4.1, that in the deterministic setting the $n$-th minimal errors of $S_{q}: B_{W_{p}^{r}(Q)} \rightarrow \mathbb{R}$ are of the same order as those of the embedding $J: B_{W_{p}^{r}(Q)} \rightarrow L_{q}(Q)$, more precisely

$$
\begin{equation*}
\frac{1}{4} e_{n}^{\mathrm{det}}\left(J, B_{W_{p}^{r}(Q)}, L_{q}(Q)\right) \leq e_{n}^{\mathrm{det}}\left(S_{q}, B_{W_{p}^{r}(Q)}\right) \leq e_{n}^{\mathrm{det}}\left(J, B_{W_{p}^{r}(Q)}, L_{q}(Q)\right) \tag{4}
\end{equation*}
$$

Thus, let us first state known results about the deterministic minimal errors of $J$. We refer to [6] and the detailed references to previous results therein.

Proposition 2.1. Assume that (1) holds. Then

$$
\begin{array}{rlrl}
e_{n}^{\operatorname{det}}\left(J, B_{W_{p}^{r}(Q)}, L_{q}(Q)\right) & \asymp n^{-r / d+\max (1 / p-1 / q, 0)} & & \text { if }(3) \text { holds } \\
e_{n}^{\operatorname{det}}\left(J, B_{W_{p}^{r}(Q)} \cap C(Q), L_{q}(Q)\right) & \asymp 1 & \text { if }(3) \text { does not hold. }
\end{array}
$$

As a direct consequence of (4) and Proposition 2.1 we derive
Corollary 2.2. Assume that (1) holds. Then

$$
\begin{array}{rll}
e_{n}^{\operatorname{det}}\left(S_{q}, B_{W_{p}^{r}(Q)}\right) & \asymp n^{-r / d+\max (1 / p-1 / q, 0)} & \text { if }(3) \text { holds } \\
e_{n}^{\operatorname{det}}\left(S_{q}, B_{W_{p}^{r}(Q)} \cap C(Q)\right) & \asymp 1 & \text { if }(3) \text { does not hold. }
\end{array}
$$

Now we pass to the randomized setting. A randomized algorithm is a family $A=\left(A_{\omega}\right)_{\omega \in \Omega}$ of deterministic algorithms over a probability space $(\Omega, \Sigma, \mathbb{P})$. The error of $A$ is defined as

$$
e(S, A, F, G)=\sup _{f \in F} \mathbb{E}\left\|S(f)-A_{\omega}(f)\right\|_{G}
$$

Let $e_{n}^{\text {ran }}(S, F, G)$ denote the $n$-th minimal error in the randomized setting, that is, the minimal possible error among all randomized algorithms of (average) cardinality at most $n$. Again we refer to Section 7 for details, including measurability assumptions.

Here it is convenient to consider the respective Sobolev space of functions (not equivalence classes), which we denote by $\mathcal{W}_{p}^{r}(Q)$; thus $f \in \mathcal{W}_{p}^{r}(Q)$ iff $[f] \in W_{p}^{r}(Q)$, where $[f]$ is the equivalence class of $f$ with respect to equality up to a subset of $Q$ of Lebesgue measure zero. This is a linear space and $\|[f]\|_{W_{p}^{r}(Q)}$ is a seminorm on it (we use though the same symbol $\|f\|_{W_{p}^{r}(Q)}$ for it). We also write $\mathcal{L}_{p}(Q)$ for $\mathcal{W}_{p}^{0}(Q)$. We put $F=B_{\mathcal{W}_{p}^{r}(Q)}, G=\mathbb{R}, S_{q}$ as defined by (2) above, $K=\mathbb{K}$, and $\Lambda=\left\{\delta_{x}: x \in Q\right\}$, where now $\delta_{x}$ has the usual meaning $\delta_{x}(f)=f(x)$.

In connection with equivalence classes let us mention a useful subclass of the class of all randomized algorithms. A randomized algorithm $A=\left(A_{\omega}\right)_{\omega \in \Omega}$ for the just defined problem is called consistent if for all $f_{0}, f_{1} \in \mathcal{W}_{p}^{r}(Q),\left[f_{0}\right]=\left[f_{1}\right]$ implies that $A_{\omega}\left(f_{0}\right)=A_{\omega}\left(f_{1}\right)$ holds for $\mathbb{P}$-almost all $\omega \in \Omega$ (this concept was introduced in [6], see also [9], Section 5 for a more general setting). We do not explore this notion here, but just mention that the algorithms developed in Sections 3, 5, and 6 are consistent (thus, all error estimates hold for $W_{p}^{r}(Q)$ and $\mathcal{W}_{p}^{r}(Q)$ equally). In view of this we use the notation $\mathcal{W}_{p}^{r}(Q)$ only in connection with lower bounds and randomized minimal errors $e_{n}^{\text {ran }}$. As long as upper bounds, algorithms and their analysis are concerned, we do not distinguish between $\mathcal{W}_{p}^{r}(Q)$ and $W_{p}^{r}(Q)$ and use the latter notation.

The main result of the present paper is the following
Theorem 2.3. Assume that (1) holds. Then

$$
e_{n}^{\mathrm{ran}}\left(S_{q}, B_{\mathcal{W}_{p}^{r}(Q)}\right) \asymp n^{-r / d+\max (1 / p-1 / q,-1 / 2)} .
$$

In terms of information complexity, see (99) and (100) of the Appendix, this readily implies
Corollary 2.4. Assume that (1) holds. Then

$$
n_{\varepsilon}^{\mathrm{ran}}\left(S_{q}, B_{\mathcal{W}_{p}^{r}(Q)}\right) \asymp\left(\frac{1}{\varepsilon}\right)^{\frac{1}{r / d-\max (1 / p-1 / q,-1 / 2)}} .
$$

The proof of the upper bound of Theorem 2.3 is given in Section 3, the lower bound is shown in Section 4. For comparison, let us recall the randomized minimal errors of $J$ (see [6], [7], and references therein).

Proposition 2.5. Assume that (1) holds. Then

$$
e_{n}^{\mathrm{ran}}\left(J, B_{\mathcal{W}_{p}^{r}(Q)}, L_{q}(Q)\right) \asymp n^{-r / d+\max (1 / p-1 / q, 0)} .
$$

First of all, we see that a relation like (4) no longer holds for the randomized setting (the trivial upper bound holds, of course, but the lower bound does not). Indeed, the exponent of $n$ for randomized approximation of $S_{q}$ is smaller than that of $J$ iff $p>q$. The improvement in the exponent is $\min (1 / q-1 / p, 1 / 2)$, thus, it can be as large as $1 / 2$.

For comparison, let us also mention the complexity of integration $I: W_{p}^{r}(Q) \rightarrow \mathbb{R}$, with $I f=\int_{Q} f(x) d x$, see [10], [6], and references therein.

Proposition 2.6. Let $r \in \mathbb{N}_{0}, 1 \leq p \leq \infty$. Then

$$
\begin{array}{rlrl}
e_{n}^{\mathrm{det}}\left(I, B_{W_{p}^{r}(Q)}\right) & \asymp n^{-r / d} & & \text { if }(3) \text { holds } \\
e_{n}^{\operatorname{det}}\left(I, B_{W_{r}^{r}(Q)} \cap C(Q)\right) & \asymp 1 & & \text { if }(3) \text { does not hold } \\
e_{n}^{\operatorname{ran}}\left(I, B_{\mathcal{W}_{p}^{r}(Q)}\right) & \asymp n^{-r / d+\max (1 / p-1,-1 / 2)} . &
\end{array}
$$

In the deterministic case, the exponent for integration is smaller than that for norm computation iff (3) holds and $p<q$; otherwise they are the same. In the randomized case the minimal errors of integration decay faster than those of norm computation iff $q>1$ and $1 / q-1 / p<1 / 2$; otherwise they are of the same order.

## 3 Upper bounds

Lemma 3.1. Let $0<\alpha<\infty$. Then for $x, y \in \mathbb{R}$ with $x, y \geq 0$ and $x+y>0$

$$
\begin{equation*}
\min (\alpha, 1) \max (x, y)^{\alpha-1}|x-y| \leq\left|x^{\alpha}-y^{\alpha}\right| \leq \max (\alpha, 1) \max (x, y)^{\alpha-1}|x-y| \tag{5}
\end{equation*}
$$

Moreover, if $1 \leq \alpha<\infty$, then

$$
\begin{equation*}
|x-y| \leq\left|x^{\alpha}-y^{\alpha}\right|^{1 / \alpha} \tag{6}
\end{equation*}
$$

Proof. The case $\alpha=1$ is trivial. We can assume $y \geq x$. We have

$$
\begin{equation*}
y^{\alpha}-x^{\alpha}=\alpha(y-x) \int_{0}^{1}(x+\tau(y-x))^{\alpha-1} d \tau \tag{7}
\end{equation*}
$$

For $0<\alpha<1$ relation (7) gives

$$
\alpha(y-x) y^{\alpha-1} \leq\left|y^{\alpha}-x^{\alpha}\right| \leq \alpha(y-x) \int_{0}^{1}(\tau y)^{\alpha-1} d \tau=(y-x) y^{\alpha-1}
$$

while for $1<\alpha<\infty$ we obtain analogously

$$
(y-x) y^{\alpha-1}=\alpha(y-x) \int_{0}^{1}(\tau y)^{\alpha-1} d \tau \leq\left|y^{\alpha}-x^{\alpha}\right| \leq \alpha(y-x) y^{\alpha-1}
$$

Finally, (6) follows from (5) since $\max (x, y) \geq|x-y|$.

To show the upper bounds in the randomized case, we use a construction from [6]. Fix $0<\delta<1$ and let $\kappa \in \mathbb{N}$. For $j=1, \ldots, \kappa$ let $z_{j} \in[0,1-\delta]^{d}$ and let $\psi_{j}$ be a polynomial on $\mathbb{R}^{d}$. Let $P: C(Q) \rightarrow L_{\infty}(Q)$ be given by

$$
(P f)(x)=\sum_{j=1}^{\kappa} f\left(z_{j}\right) \psi_{j}(x) \quad(x \in Q)
$$

We assume that $P g=g$ for all polynomials $g$ of degree not exceeding $\max (r-1,0)$. For example, we could take for $d=1$ the Lagrange interpolation operator of degree $\max (r-1,0)$ and for $d>1$ its tensor product, with $\left(z_{j}\right)_{j=1}^{\kappa}$ the uniform grid on $[0,1-\delta]^{d}$, and $\left(\psi_{j}\right)_{j=1}^{\kappa}$ the respective Lagrange polynomials. We shall use a randomly shifted version of $P$. Random shifts are often used in numerical analysis to improve the behaviour of certain methods, for example, in quasi-Monte Carlo integration, see, e.g., [3]. Let $\theta$ be a uniformly distributed on $[0, \delta]^{d}$ random variable, defined on a probability space $(\Omega, \Sigma, \mathbb{P})$. Moreover, we assume that $\theta(\omega) \in[0, \delta]^{d}$ for all $\omega \in \Omega$. For $f \in \mathcal{F}(Q)$ put

$$
\begin{equation*}
\left(P_{\theta} f\right)(x)=\sum_{j=1}^{\kappa} f\left(z_{j}+\theta\right) \psi_{j}(x-\theta) \quad(x \in Q) \tag{8}
\end{equation*}
$$

Let $l \in \mathbb{N}_{0}$ and let $\left(Q_{i}\right)_{i=1}^{2^{d l}}$ be the partition of $Q$ into $2^{d l}$ cubes of side-length $2^{-l}$ and of disjoint interior. Let $x_{i}$ denote the point in $Q_{i}$ with minimal coordinates. Define the operators $E_{l, i}, R_{l, i}: \mathcal{F}(Q) \rightarrow \mathcal{F}(Q)$ by setting for $f \in \mathcal{F}(Q)$ and $x \in Q$

$$
\left(E_{l, i} f\right)(x)=f\left(x_{i}+2^{-l} x\right)
$$

and

$$
\left(R_{l, i} f\right)(x)= \begin{cases}f\left(2^{l}\left(x-x_{i}\right)\right) & \text { if } x \in Q_{i} \\ 0 & \text { otherwise }\end{cases}
$$

For $\omega \in \Omega$ set

$$
\begin{equation*}
P_{l, \theta} f=\sum_{i=1}^{2^{d l}} R_{l, i} P_{\theta} E_{l, i} f, \tag{9}
\end{equation*}
$$

thus

$$
\begin{equation*}
\left(P_{l, \theta} f\right)(x)=\sum_{i=1}^{2^{d l}} \chi_{Q_{i}}(x) \sum_{j=1}^{\kappa} f\left(x_{i}+2^{-l}\left(z_{j}+\theta\right)\right) \psi_{j}\left(2^{l}\left(x-x_{i}\right)-\theta\right) \quad(x \in Q) \tag{10}
\end{equation*}
$$

Lemma 3.2. Let $r \in \mathbb{N}_{0}, d \in \mathbb{N}, 1 \leq p, q \leq \infty$, and assume that (1) is satisfied. Then there are constants $c_{1}, c_{2}, c_{3}>0$ such that for all $l \in \mathbb{N}_{0}$ and $f \in W_{p}^{r}(Q)$ the following hold. If $q<\infty$, then

$$
\begin{equation*}
\left(\mathbb{E}\left\|f-P_{l, \theta} f\right\|_{L_{q}(Q)}^{q}\right)^{1 / q} \leq c_{1} 2^{-r l+\max (1 / p-1 / q, 0) d l}\|f\|_{W_{p}^{r}(Q)}, \tag{11}
\end{equation*}
$$

and if $q=\infty$, then

$$
\begin{equation*}
\operatorname{ess}_{\sup _{\omega \in \Omega}}\left\|f-P_{l, \theta} f\right\|_{L_{\infty}(Q)} \leq c_{2} 2^{-r l+d l / p}\|f\|_{W_{p}^{r}(Q)} \tag{12}
\end{equation*}
$$

If (3) holds, then for each $\omega \in \Omega$

$$
\begin{equation*}
\left\|f-P_{l, \theta(\omega)} f\right\|_{L_{q}(Q)} \leq c_{3} 2^{-r l+\max (1 / p-1 / q, 0) d l}\|f\|_{W_{p}^{r}(Q)} \tag{13}
\end{equation*}
$$

This was shown in [6], Prop. 1 (the condition $r / d>1 / p-1 / q$ imposed there can be replaced by (1), the restriction $q<\infty$ can be relaxed to $q \leq \infty$, both without essential changes in the proof). The deterministic case (13) is well-known. The proof of Prop. 1 of [6] can easily be adapted to yield also the deterministic case - just omit the expectations, see also [2], Theorem 3.1.4.

We define two randomized algorithms for $S_{q}$. For $n \in \mathbb{N}$ set

$$
\begin{equation*}
l=\left\lceil\frac{\log _{2} n}{d}\right\rceil \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{n, \omega}^{1}(f)=\left\|P_{l, \theta(\omega)} f\right\|_{L_{q}(Q)} . \tag{15}
\end{equation*}
$$

It follows from the definition (8-10) of $P_{l, \theta}$ that $A_{n, \omega}^{1}(f)$ is $\Sigma$-measurable for each $f \in W_{p}^{r}(Q)$. The cardinality of $A_{n}^{1}$, that is, the number of function values used in the algorithm (see Section 7) satisfies $\operatorname{card}\left(A_{n, \omega}, f\right) \leq c n$ for $\omega \in \Omega$.

Corollary 3.3. Let $r \in \mathbb{N}_{0}, d \in \mathbb{N}, 1 \leq p, q \leq \infty$ be such that (1) is satisfied. Then there are constants $c_{1}, c_{2}, c_{3}>0$ such that for all $n \in \mathbb{N}$ and $f \in W_{p}^{r}(Q)$ the following hold. If $q<\infty$, then

$$
\begin{equation*}
\left(\mathbb{E}\left|S_{q}(f)-A_{n, \omega}^{1}(f)\right|^{q}\right)^{1 / q} \leq c_{1} n^{-r / d+\max (1 / p-1 / q, 0)}\|f\|_{W_{p}^{r}(Q)} \tag{16}
\end{equation*}
$$

and if $q=\infty$, then

$$
\begin{equation*}
{\operatorname{ess} \sup _{\omega \in \Omega}\left|S_{q}(f)-A_{n, \omega}^{1}(f)\right| \leq c_{2} n^{-r / d+\max (1 / p-1 / q, 0)}\|f\|_{W_{p}^{r}(Q)} . . . . ~}_{\text {. }} \tag{17}
\end{equation*}
$$

If (3) holds, then for each $\omega \in \Omega$

$$
\begin{equation*}
\left|S_{q}(f)-A_{n, \omega}^{1}(f)\right| \leq c_{3} n^{-r / d+\max (1 / p-1 / q, 0)}\|f\|_{W_{p}^{r}(Q)} . \tag{18}
\end{equation*}
$$

Proof. Let $q<\infty$. By Lemma 3.2,

$$
\begin{aligned}
& \left(\mathbb{E}\left|S_{q}(f)-A_{n, \omega}^{1}(f)\right|^{q}\right)^{1 / q} \\
& \quad=\left(\mathbb{E}\left|\|f\|_{L_{q}(Q)}-\left\|P_{l, \theta} f\right\|_{L_{q}(Q)}\right|^{q}\right)^{1 / q} \leq\left(\mathbb{E}\left\|f-P_{l, \theta} f\right\|_{L_{q}(Q)}^{q}\right)^{1 / q} \\
& \quad \leq c 2^{-r l+(1 / p-1 / q) d l}\|f\|_{W_{p}^{r}(Q)} \leq c n^{-r / d+1 / p-1 / q}\|f\|_{W_{p}^{r}(Q)}
\end{aligned}
$$

The other cases are handled analogously.

The second algorithm will be defined only for $q<\infty$. Here it is convenient to assume that

$$
(\Omega, \Sigma, \mathbb{P})=\left(\Omega_{1}, \Sigma_{1}, \mathbb{P}_{1}\right) \times\left(\Omega_{2}, \Sigma_{2}, \mathbb{P}_{2}\right),
$$

where the random variable $\theta$ described above is defined on the probability space $\left(\Omega_{1}, \Sigma_{1}, \mathbb{P}_{1}\right)$, so that $\theta=\theta\left(\omega_{1}\right)$. Moreover, $\xi_{i}=\xi_{i}\left(\omega_{2}\right)(i=1,2, \ldots)$ is a sequence of independent, uniformly distributed on $Q$ random variables defined on another probability space $\left(\Omega_{2}, \Sigma_{2}, \mathbb{P}_{2}\right)$. Let $n \in \mathbb{N}$, let $l$ be given by (14), and define an algorithm $A_{n}^{2}=\left(A_{n, \omega}^{2}\right)_{\omega \in \Omega}$ by setting for $\omega=\left(\omega_{1}, \omega_{2}\right)$ and $f \in W_{p}^{r}(Q)$

$$
\begin{equation*}
A_{n, \omega}^{2}(f)=\left.\left|\int_{Q}\right|\left(P_{l, \theta\left(\omega_{1}\right)} f\right)(x)\right|^{q} d x+\left.\frac{1}{n} \sum_{i=1}^{n}\left(\left|f\left(\xi_{i}\left(\omega_{2}\right)\right)\right|^{q}-\left|\left(P_{l, \theta\left(\omega_{1}\right)} f\right)\left(\xi_{i}\left(\omega_{2}\right)\right)\right|^{q}\right)\right|^{1 / q} . \tag{19}
\end{equation*}
$$

Thus, we approximate the integral by the Monte Carlo method with variance reduction by separating the main part. It readily follows from the assumptions that $A_{n, \omega}^{2}(f)$ is $\Sigma$-measurable for each $f \in W_{p}^{r}(Q)$. The number of function values used in algorithm $A_{n}^{2}$ satisfies $\operatorname{card}\left(A_{n, \omega}^{2}, f\right) \leq$ cn $(\omega \in \Omega)$.

Let $p_{1}$ be such that

$$
\begin{equation*}
2<p_{1}<\infty \quad \text { if } \quad p=\infty \quad \text { and } \quad q=1, \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{p_{1}}=1+\frac{1}{p}-\frac{1}{q} \quad \text { if } \quad p<\infty \quad \text { or } \quad q>1 \tag{21}
\end{equation*}
$$

The following is the key result of this section.
Proposition 3.4. Let $r \in \mathbb{N}_{0}, d \in \mathbb{N}, 1 \leq q<p \leq \infty$, and let $p_{1}$ satisfy (20)-(21). Then there is a constant $c>0$ such that for all $n \in \mathbb{N}$ and $f \in W_{p}^{r}(Q)$

$$
\left(\mathbb{E}\left|S_{q}(f)-A_{n, \omega}^{2}(f)\right|^{p_{1}}\right)^{1 / p_{1}} \leq c n^{-r / d+\max (1 / p-1 / q,-1 / 2)}\|f\|_{W_{p}^{r}(Q)}
$$

Proof. Since $S_{q}(a f)=|a| S_{q}(f)$ for $a \in \mathbb{R}$ and $A_{\omega}^{2}$ has the same property, we can assume $f \in B_{W_{p}^{r}(Q)}, f \neq 0$. Using Lemma 3.1, we estimate

$$
\begin{aligned}
\left|S_{q}(f)-A_{n, \omega}^{2}(f)\right| & =\left|\left(I|f|^{q}\right)^{1 / q}-\left(A_{n, \omega}^{2}(f)^{q}\right)^{1 / q}\right| \\
& \left.\leq\left.\max \left(I|f|^{q}, A_{n, \omega}^{2}(f)^{q}\right)^{-\frac{q-1}{q}}|I| f\right|^{q}-A_{n, \omega}^{2}(f)^{q} \right\rvert\, \\
& \leq\left.\|f\|_{L_{q}(Q)}^{-(q-1)}|I| f\right|^{q}-A_{n, \omega}^{2}(f)^{q} \mid \quad(\omega \in \Omega) .
\end{aligned}
$$

Consequently,

$$
\begin{align*}
& \mathbb{E}\left|S_{q}(f)-A_{n, \omega}^{2}(f)\right|^{p_{1}} \\
& \quad \leq\left.\|f\|_{L_{q}(Q)}^{-(q-1) p_{1}} \mathbb{E}|I| f\right|^{q}-\left.A_{n, \omega}^{2}(f)^{q}\right|^{p_{1}} \\
& \quad=\left.\|f\|_{L_{q}(Q)}^{-(q-1) p_{1}} \mathbb{E}|I| f\right|^{q}-\left.|I| P_{l, \theta} f\right|^{q}+\frac{1}{n} \sum_{i=1}^{n}\left(\left|f\left(\xi_{i}\right)\right|^{q}-\left|\left(P_{l, \theta} f\right)\left(\xi_{i}\right)\right|^{q}\right)| |^{p_{1}} \\
& \quad \leq\|f\|_{L_{q}(Q)}^{-(q-1) p_{1}} \mathbb{E}_{\omega_{1}} \mathbb{E}_{\omega_{2}}\left|I\left(|f|^{q}-\left|P_{l, \theta} f\right|^{q}\right)-\frac{1}{n} \sum_{i=1}^{n}\left(\left|f\left(\xi_{i}\right)\right|^{q}-\left|\left(P_{l, \theta} f\right)\left(\xi_{i}\right)\right|^{q}\right)\right|^{p_{1}} . \tag{22}
\end{align*}
$$

Fix $\omega_{1} \in \Omega_{1}$ and denote

$$
\eta_{i}=I\left(|f|^{q}-\left|P_{l, \theta} f\right|^{q}\right)-\left(\left|f\left(\xi_{i}\right)\right|^{q}-\left|\left(P_{l, \theta} f\right)\left(\xi_{i}\right)\right|^{q}\right) .
$$

The $\eta_{i}$ are real-valued independent random variables of mean zero on $\left(\Omega_{2}, \Sigma_{2}, \mathbb{P}_{2}\right)$. Let $u=$ $\min \left(p_{1}, 2\right)$. We conclude from (20), (21), and the assumption $q<p$ that $1<u \leq 2, u \leq p_{1} \leq p$ and

$$
\begin{equation*}
\frac{1}{u}-1=\max \left(\frac{1}{p_{1}}, \frac{1}{2}\right)-1=\max \left(\frac{1}{p}-\frac{1}{q},-\frac{1}{2}\right) . \tag{23}
\end{equation*}
$$

It follows (see, e.g., [8], Lemma 2.1) that

$$
\begin{align*}
& \mathbb{E}_{\omega_{2}}\left|I\left(|f|^{q}-\left|P_{l, \theta} f\right|^{q}\right)-\frac{1}{n} \sum_{i=1}^{n}\left(\left|f\left(\xi_{i}\right)\right|^{q}-\left|\left(P_{l, \theta} f\right)\left(\xi_{i}\right)\right|^{q}\right)\right|^{p_{1}} \\
& \quad=\mathbb{E}_{\omega_{2}}\left|\frac{1}{n} \sum_{i=1}^{n} \eta_{i}\right|^{p_{1}} \leq c n^{-p_{1}}\left(\sum_{i=1}^{n}\left(\mathbb{E}_{\omega_{2}}\left|\eta_{i}\right|^{p_{1}}\right)^{u / p_{1}}\right)^{p_{1} / u} \\
& \quad=c n^{p_{1} / u-p_{1}} \mathbb{E}_{\omega_{2}}\left|\eta_{1}\right|^{p_{1}} \leq\left. c n^{p_{1}(1 / u-1)} \mathbb{E}_{\omega_{2}}| | f\left(\xi_{1}\right)\right|^{q}-\left.\left|\left(P_{l, \theta} f\right)\left(\xi_{1}\right)\right|^{q}\right|^{p_{1}} \tag{24}
\end{align*}
$$

Joining (22) and (24) gives

$$
\begin{equation*}
\mathbb{E}\left|S_{q}(f)-A_{n, \omega}^{2}(f)\right|^{p_{1}} \leq\left. c n^{p_{1}(1 / u-1)}\|f\|_{L_{q}(Q)}^{-(q-1) p_{1}} \mathbb{E}_{\omega_{1}} \mathbb{E}_{\omega_{2}}| | f\left(\xi_{1}\right)\right|^{q}-\left.\left|\left(P_{l, \theta} f\right)\left(\xi_{1}\right)\right|^{q}\right|^{p_{1}} \tag{25}
\end{equation*}
$$

First we assume $q=1$. Then, recalling $p_{1} \leq p$, we conclude from Lemma 3.2

$$
\begin{equation*}
\mathbb{E}_{\omega_{1}} \mathbb{E}_{\omega_{2}}| | f\left(\xi_{1}\right)\left|-\left|\left(P_{l, \theta} f\right)\left(\xi_{1}\right)\right|^{p_{1}} \leq \mathbb{E}_{\omega_{1}}\left\|f-P_{l, \theta} f\right\|_{L_{p_{1}}(Q)}^{p_{1}} \leq c 2^{-p_{1} r l} \leq c n^{-p_{1} r / d}\right. \tag{26}
\end{equation*}
$$

Combining (25) and (26), and taking into account (23), we arrive at

$$
\left(\mathbb{E}\left|S_{q}(f)-A_{n, \omega}^{2}(f)\right|^{p_{1}}\right)^{1 / p_{1}} \leq c n^{-r / d+1 / u-1}=c n^{-r / d+\max (1 / p-1,-1 / 2)}
$$

which concludes the proof for for $q=1$.
Now we consider the case $q>1$. By (21), $p_{1}<p$. Let $v$ be given by

$$
\begin{equation*}
\frac{1}{v}+\frac{p_{1}}{p}=1 \tag{27}
\end{equation*}
$$

Then $1 \leq v<\infty$. We note that by (21) and (27)

$$
\frac{1}{p_{1} v}=\frac{1}{p_{1}}-\frac{1}{p}=1-\frac{1}{q}
$$

hence we have

$$
\begin{equation*}
(q-1) p_{1} v=q . \tag{28}
\end{equation*}
$$

Using Lemma 3.1, we obtain

$$
\begin{align*}
& \left.\mathbb{E}_{\omega_{1}} \mathbb{E}_{\omega_{2}}| | f\left(\xi_{1}\right)\right|^{q}-\left.\left|\left(P_{l, \theta} f\right)\left(\xi_{1}\right)\right|^{q}\right|^{p_{1}} \\
& \quad \leq q^{p_{1}} \mathbb{E}_{\omega_{1}} \mathbb{E}_{\omega_{2}}\left(\left|f\left(\xi_{1}\right)-\left(P_{l, \theta} f\right)\left(\xi_{1}\right)\right|^{p_{1}}\left(\left|f\left(\xi_{1}\right)\right|^{q-1}+\left|\left(P_{l, \theta} f\right)\left(\xi_{1}\right)\right|^{q-1}\right)^{p_{1}}\right)=: q^{p_{1}} E . \tag{29}
\end{align*}
$$

Next we show that

$$
\begin{equation*}
E \leq c 2^{-p_{1} r l}\left(\mathbb{E}_{\omega_{1}} \mathbb{E}_{\omega_{2}}\left(\left|f\left(\xi_{1}\right)\right|^{q-1}+\left|\left(P_{l, \theta} f\right)\left(\xi_{1}\right)\right|^{q-1}\right)^{p_{1} v}\right)^{1 / v} \tag{30}
\end{equation*}
$$

For this purpose, we distinguish between two cases. First we assume $p<\infty$. Using (27), Hölder's inequality, and Lemma 3.2, we conclude that

$$
\begin{aligned}
E & \leq\left(\mathbb{E}_{\omega_{1}} \mathbb{E}_{\omega_{2}}\left|f\left(\xi_{1}\right)-\left(P_{l, \theta} f\right)\left(\xi_{1}\right)\right|^{p}\right)^{p_{1} / p}\left(\mathbb{E}_{\omega_{1}} \mathbb{E}_{\omega_{2}}\left(\left|f\left(\xi_{1}\right)\right|^{q-1}+\left|\left(P_{l, \theta} f\right)\left(\xi_{1}\right)\right|^{q-1}\right)^{p_{1} v}\right)^{1 / v} \\
& =\left(\mathbb{E}_{\omega_{1}}\left\|f-P_{l, \theta} f\right\|_{L_{p}(Q)}^{p}\right)^{p_{1} / p}\left(\mathbb{E}_{\omega_{1}} \mathbb{E}_{\omega_{2}}\left(\left|f\left(\xi_{1}\right)\right|^{q-1}+\left|\left(P_{l, \theta} f\right)\left(\xi_{1}\right)\right|^{q-1}\right)^{p_{1} v}\right)^{1 / v} \\
& \leq c 2^{-p_{1} r l}\left(\mathbb{E}_{\omega_{1}} \mathbb{E}_{\omega_{2}}\left(\left|f\left(\xi_{1}\right)\right|^{q-1}+\left|\left(P_{l, \theta} f\right)\left(\xi_{1}\right)\right|^{q-1}\right)^{p_{1} v}\right)^{1 / v},
\end{aligned}
$$

thus (30). For $p=\infty$ we estimate, using Lemma 3.2 again,

$$
\begin{aligned}
E & \leq \mathbb{E}_{\omega_{1}}\left(\left\|f-P_{l, \theta} f\right\|_{L_{\infty}(Q)}^{p_{1}} \mathbb{E}_{\omega_{2}}\left(\left|f\left(\xi_{1}\right)\right|^{q-1}+\left|\left(P_{l, \theta} f\right)\left(\xi_{1}\right)\right|^{q-1}\right)^{p_{1}}\right) \\
& \leq \operatorname{ess}_{\sup _{\omega_{1} \in \Omega_{1}}\left\|f-P_{l, \theta} f\right\|_{L_{\infty}(Q)}^{p_{1}} \mathbb{E}_{\omega_{1}} \mathbb{E}_{\omega_{2}}\left(\left|f\left(\xi_{1}\right)\right|^{q-1}+\left|\left(P_{l, \theta} f\right)\left(\xi_{1}\right)\right|^{q-1}\right)^{p_{1}}} \\
& \leq c 2^{-p_{1} r} \mathbb{E}_{\omega_{1}} \mathbb{E}_{\omega_{2}}\left(\left|f\left(\xi_{1}\right)\right|^{q-1}+\left|\left(P_{l, \theta} f\right)\left(\xi_{1}\right)\right|^{q-1}\right)^{p_{1}}
\end{aligned}
$$

which completes the proof of (30), since $v=1$ for $p=\infty$.
We have

$$
\begin{align*}
& \left(\mathbb{E}_{\omega_{1}} \mathbb{E}_{\omega_{2}}\left(\left|f\left(\xi_{1}\right)\right|^{q-1}+\left|\left(P_{l, \theta} f\right)\left(\xi_{1}\right)\right|^{q-1}\right)^{p_{1} v}\right)^{1 / v} \\
& \left.\quad \leq c\left(\left.\mathbb{E}_{\omega_{1}} \mathbb{E}_{\omega_{2}}\left(\left|f\left(\xi_{1}\right)\right|^{(q-1) p_{1} v}+\mid P_{l, \theta} f\right)\left(\xi_{1}\right)\right|^{(q-1) p_{1} v}\right)\right)^{1 / v} \\
& \left.\quad \leq c\left(\mathbb{E}_{\omega_{1}} \mathbb{E}_{\omega_{2}}\left|f\left(\xi_{1}\right)\right|^{(q-1) p_{1} v}\right)^{1 / v}+\left.c\left(\mathbb{E}_{\omega_{1}} \mathbb{E}_{\omega_{2}} \mid P_{l, \theta} f\right)\left(\xi_{1}\right)\right|^{(q-1) p_{1} v}\right)^{1 / v} \\
& \quad=c\|f\|_{L_{(q-1) p_{1} v}(Q)}^{(q-1) p_{1}}+c\left(\mathbb{E}_{\omega_{1}}\left\|P_{l, \theta} f\right\|_{L_{(q-1) p_{1} v}(Q)}^{(q-1) p_{1} v}\right)^{1 / v} \\
& \quad \leq c\|f\|_{L_{(q-1) p_{1} v}(Q)}^{(q-1) p_{1}}=c\|f\|_{L_{q}(Q)}^{(q-1) p_{1}}, \tag{31}
\end{align*}
$$

where we used Lemma 3.2 and (28). Joining (25), (29), (30), (31) and using (23) we obtain

$$
\left(\mathbb{E}\left|S_{q}(f)-A_{n, \omega}^{2}(f)\right|^{p_{1}}\right)^{1 / p_{1}} \leq c 2^{-r l} n^{1 / u-1}=c n^{-r / d+\max (1 / p-1 / q,-1 / 2)}
$$

The upper bound of Theorem 2.3 follows for $p \leq q$ from Corollary 3.3 and for $p>q$ from Proposition 3.4.

Let us note that in the case $r=0$ there is no need of variance reduction involving $P_{l, \theta}$. Here a simpler algorithm also gives the needed upper bound. Let $n \in \mathbb{N}$ and define $A_{n}^{3}=\left(A_{n, \omega}^{3}\right)_{\omega \in \Omega}$ for $\omega=\left(\omega_{1}, \omega_{2}\right)$ and $f \in L_{p}(Q)$ by

$$
\begin{equation*}
A_{n, \omega}^{3}(f)=\left(\frac{1}{n} \sum_{i=1}^{n}\left|f\left(\xi_{i}\left(\omega_{2}\right)\right)\right|^{q}\right)^{1 / q} \tag{32}
\end{equation*}
$$

Corollary 3.5. Let $1 \leq q<p \leq \infty$, and let $p_{1}$ be such that (20) and (21) hold. Then there is a constant $c>0$ such that for all $n \in \mathbb{N}$ and $f \in L_{p}(Q)$

$$
\left(\mathbb{E}\left|S_{q}(f)-A_{n, \omega}^{3}(f)\right|^{p_{1}}\right)^{1 / p_{1}} \leq c n^{\max (1 / p-1 / q,-1 / 2)}\|f\|_{L_{p}(Q)} .
$$

The point is that for $r=0$, Lemma 3.2 and the proof of Proposition 3.4 remain true if we replace $P_{l, \theta}$ by the zero operator.

## 4 Lower bounds

The proof given in this section follows general lines which are by now standard, but it contains some new elements (like the non-linearity of $S_{q}$ and the corresponding choice of the measure on a "non-linear" set, see (35)). We therefore provide full details.

Fix $n \in \mathbb{N}$ and let

$$
\begin{equation*}
m=\left\lceil 8 n^{1 / d}\right\rceil, \quad \bar{n}=m^{d} . \tag{33}
\end{equation*}
$$

Let $w \in C^{\infty}\left(\mathbb{R}^{d}\right)$ be such that $0<w(x) \leq 1 / 2$ for $x \in(0,1)^{d}$ and $\operatorname{supp} w \subseteq[0,1]^{d}$. Let $\left(Q_{i}\right)_{i=1}^{\bar{n}}$ be the partition of $Q$ into closed cubes of side length $m^{-1}$ having disjoint interior, and let $x_{i}$ be the point in $Q_{i}$ with minimal coordinates and define $w_{i} \in C(Q)$ by

$$
w_{i}(x)=w\left(m\left(x-x_{i}\right)\right) \quad(i=1, \ldots, \bar{n})
$$

It follows that for all $\left(\alpha_{i}\right)_{i=1}^{\bar{n}} \in[-1,1]^{\bar{n}}$

$$
\begin{equation*}
\left\|\sum_{i=1}^{\bar{n}} \alpha_{i} w_{i}\right\|_{C(Q)} \leq \frac{1}{2}, \quad\left\|\sum_{i=1}^{\bar{n}} \alpha_{i} w_{i}\right\|_{W_{p}^{r}(Q)} \leq c m^{r} \tag{34}
\end{equation*}
$$

In the sequel we show two lower bounds. For the first one we assume $q<\infty$. It follows from (34) that there is a constant $c(1)>0$ such that for $\left(\alpha_{i}\right)_{i=1}^{\bar{n}} \in[-1,1]^{\bar{n}}$

$$
\left\|\left(1+\sum_{i=1}^{\bar{n}} \alpha_{i} w_{i}\right)^{1 / q}\right\|_{W_{p}^{r}(Q)} \leq c(1) m^{r}
$$

(the notation $c(1)$ is reserved for this particular constant). For $\alpha=\left(\alpha_{i}\right)_{i=1}^{\bar{n}} \in\{-1,1\}^{\bar{n}}$ put

$$
\begin{equation*}
h_{\alpha}=c(1)^{-1} m^{-r}\left(1+\sum_{i=1}^{\bar{n}} \alpha_{i} w_{i}\right)^{1 / q}, \quad H=\left\{h_{\alpha}: \alpha \in\{-1,1\}^{\bar{n}}\right\} \tag{35}
\end{equation*}
$$

thus $H \subset B_{\mathcal{W}_{p}^{r}(Q)}$ and $|H|=2^{\bar{n}}$. Since the coefficients $\alpha_{i}$ in (35) are uniquely determined by $h \in H$, we also write $\alpha_{i}(h)$. Let $\nu$ be the counting measure on $H$. By (101) of Section 7,

$$
\begin{equation*}
e_{n}^{\mathrm{ran}}\left(S_{q}, B_{\mathcal{W}_{p}^{r}(Q)}\right) \geq \frac{1}{2} e_{2 n}^{\mathrm{avg}}\left(S_{q}, \nu\right) \tag{36}
\end{equation*}
$$

We estimate $e_{2 n}^{\text {avg }}\left(S_{q}, \nu\right)$ from below. Let $A=\left(\left(L_{i}\right)_{i=1}^{\infty},\left(\tau_{i}\right)_{i=0}^{\infty},\left(\varphi_{i}\right)_{i=0}^{\infty}\right)$ be a deterministic algorithm with $\operatorname{card}(A, \nu) \leq 2 n$ and let $N$ and $\varphi$ be such that $A=\varphi \circ N$, see (97) of Section 7 . Then

$$
\begin{equation*}
\operatorname{card}(A, \nu)=\int_{F} \operatorname{card}(A, f) d \nu(f)=\frac{1}{|H|} \sum_{h \in H} \operatorname{card}(A, h) \leq 2 n . \tag{37}
\end{equation*}
$$

Let $H_{0}:=\{h \in H: \operatorname{card}(A, h) \leq 4 n\}$. It follows from (37) that

$$
\begin{equation*}
\left|H_{0}\right| \geq \frac{1}{2}|H| \tag{38}
\end{equation*}
$$

With $Y_{0}=\left\{N(h): h \in H_{0}\right\}$ and

$$
H_{y}=\{h \in H: N(h)=y\}=\left\{h \in H_{0}: N(h)=y\right\} \quad\left(y \in Y_{0}\right)
$$

we have

$$
\begin{align*}
e\left(S_{q}, A, \nu\right) & =\frac{1}{|H|} \sum_{h \in H}\left|S_{q}(h)-\varphi(N(h))\right| \geq \frac{1}{|H|} \sum_{h \in H_{0}}\left|S_{q}(h)-\varphi(N(h))\right| \\
& =\frac{1}{|H|} \sum_{y \in Y_{0}} \sum_{h \in H_{y}}\left|S_{q}(h)-\varphi(y)\right| . \tag{39}
\end{align*}
$$

Fix $y \in Y_{0}$, so that $y \in \mathbb{R}^{l}$ for some $0 \leq l \leq 4 n$. First we assume $l \geq 1$. Let $y=\left(y_{1}, \ldots, y_{l}\right)$ and let $\delta_{x_{1}}=L_{1}$ and $\delta_{x_{i}}=L_{i}\left(y_{1}, \ldots, y_{i-1}\right)(2 \leq i \leq l)$ be the information functionals called for
this information $y_{1}, \ldots, y_{l}$ (see (92), (93), and (96) of Section 7). Let $Q_{i}^{0}$ be the interior of $Q_{i}$. Define

$$
\mathcal{J}=\{1, \ldots, \bar{n}\}, \quad \mathcal{J}_{y}=\left\{j \in \mathcal{J}:\left\{x_{1}, \ldots, x_{l}\right\} \cap Q_{j}^{0}=\emptyset\right\} .
$$

Taking into account (33), it follows that

$$
\begin{equation*}
\left|\mathcal{J}_{y}\right| \geq \bar{n}-l \geq \bar{n}-4 n \geq 4 n \tag{40}
\end{equation*}
$$

Let $h \in H_{y}$ be an arbitrary element. For each $j_{0} \in \mathcal{J} \backslash \mathcal{J}_{y}$ there exists an $\ell_{0}$ such that $x_{\ell_{0}} \in Q_{j_{0}}^{0}$. Hence

$$
y_{\ell_{0}}=h\left(x_{\ell_{0}}\right)=c(1)^{-1} m^{-r}\left(1+\sum_{j \in \mathcal{J}} \alpha_{j}(h) w_{j}\left(x_{\ell_{0}}\right)\right)^{1 / q}=c(1)^{-1} m^{-r}\left(1+\alpha_{j_{0}}(h) w_{j_{0}}\left(x_{\ell_{0}}\right)\right)^{1 / q},
$$

where $w_{j_{0}}\left(x_{\ell_{0}}\right) \neq 0$. This shows that

$$
\alpha_{j_{0}}(h)=\frac{\left(c(1) m^{r} y_{\ell_{0}}\right)^{q}-1}{w_{j_{0}}\left(x_{\ell_{0}}\right)}=: \beta_{j_{0}}(y)
$$

is the same for all $h \in H_{y}$, hence

$$
\begin{equation*}
H_{y}=\left\{c(1)^{-1} m^{-r}\left(1+\sum_{j \in \mathcal{J} \backslash \mathcal{J}_{y}} \beta_{j}(y) w_{j}+\sum_{j \in \mathcal{J}_{y}} \alpha_{j} w_{j}\right)^{1 / q}: \quad\left(\alpha_{j}\right)_{j \in \mathcal{J}_{y}} \in\{-1,1\}^{\mathcal{J}_{y}}\right\} . \tag{41}
\end{equation*}
$$

If $l=0$, then $y=k^{*}, Y_{0}=\left\{k^{*}\right\}$ and $H_{y}=H_{0}=H$ (compare (94), (95), and (96) of Section 7), so with $\mathcal{J}_{y}=\mathcal{J}$, relations (40) and (41) hold, as well.

Let $\left(\varepsilon_{i}\right)_{i=1}^{\bar{n}}$ be independent Bernoulli random variables on a probability space $(\Omega, \Sigma, \mathbb{P})$ with $\varepsilon_{i}(\omega) \in\{-1,1\}(\omega \in \Omega)$ and $\mathbb{E} \varepsilon_{i}=0$. Now we set for $y \in Y_{0}, \omega \in \Omega$

$$
\begin{align*}
& f_{y, \omega}=c(1)^{-1} m^{-r}\left(1+\sum_{j \in \mathcal{J} \backslash \mathcal{J}_{y}} \beta_{j}(y) w_{j}+\sum_{j \in \mathcal{J}_{y}} \varepsilon_{j}(\omega) w_{j}\right)^{1 / q}  \tag{42}\\
& g_{y, \omega}=c(1)^{-1} m^{-r}\left(1+\sum_{j \in \mathcal{J} \backslash \mathcal{J}_{y}} \beta_{j}(y) w_{j}-\sum_{j \in \mathcal{J}_{y}} \varepsilon_{j}(\omega) w_{j}\right)^{1 / q} . \tag{43}
\end{align*}
$$

Then $f_{y, \omega}$ and $g_{y, \omega}$ have the same distribution and

$$
\begin{equation*}
\sup _{\omega \in \Omega} \max \left(\left\|f_{y, \omega}\right\|_{C(Q)},\left\|g_{y, \omega}\right\|_{C(Q)}\right) \leq c m^{-r} \tag{44}
\end{equation*}
$$

Furthermore, (41) implies

$$
\sum_{h \in H_{y}}\left|S_{q}(h)-\varphi(y)\right|=\left|H_{y}\right| \mathbb{E}\left|S_{q}\left(f_{y, \omega}\right)-\varphi(y)\right|,
$$

which together with (39) yields

$$
\begin{equation*}
e\left(S_{q}, A, \nu\right) \geq \sum_{y \in Y_{0}} \frac{\left|H_{y}\right|}{|H|} \mathbb{E}\left|S_{q}\left(f_{y, \omega}\right)-\varphi(y)\right| \tag{45}
\end{equation*}
$$

Using Lemma 3.1 and (44), we derive

$$
\begin{align*}
\mathbb{E}\left|S_{q}\left(f_{y, \omega}\right)-\varphi(y)\right| & =\mathbb{E}\left|S_{q}\left(g_{y, \omega}\right)-\varphi(y)\right| \geq \frac{1}{2} \mathbb{E}\left|S_{q}\left(f_{y, \omega}\right)-S_{q}\left(g_{y, \omega}\right)\right| \\
& =\frac{1}{2} \mathbb{E}\left|\left(I\left|f_{y, \omega}\right|^{q}\right)^{1 / q}-\left(I\left|g_{y, \omega}\right|^{q}\right)^{1 / q}\right| \\
& \left.\geq\left.\frac{1}{2 q} \mathbb{E} \max \left(I\left|f_{y, \omega}\right|^{q}, I\left|g_{y, \omega}\right|^{q}\right)^{-(q-1) / q}|I| f_{y, \omega}\right|^{q}-I\left|g_{y, \omega}\right|^{q} \right\rvert\, \\
& \geq\left. c m^{(q-1) r} \mathbb{E}|I| f_{y, \omega}\right|^{q}-I\left|g_{y, \omega}\right|^{q} \mid \tag{46}
\end{align*}
$$

Recalling (34), (42), and (43), we observe that

$$
\begin{aligned}
& \left.|I| f_{y, \omega}\right|^{q}-I\left|g_{y, \omega}\right|^{q}| | \\
& \begin{aligned}
&= c(1)^{-q} m^{-q r}|I| 1+\sum_{j \in \mathcal{J} \backslash \mathcal{J}_{y}} \beta_{j}(y) w_{j}+\sum_{j \in \mathcal{J}_{y}} \varepsilon_{j}(\omega) w_{j}|-I| 1+\sum_{j \in \mathcal{J} \backslash \mathcal{J}_{y}} \beta_{j}(y) w_{j}-\sum_{j \in \mathcal{J}_{y}} \varepsilon_{j}(\omega) w_{j}| | \\
&=c(1)^{-q} m^{-q r} \mid I\left(1+\sum_{j \in \mathcal{J} \backslash \mathcal{J}_{y}} \beta_{j}(y) w_{j}+\sum_{j \in \mathcal{J}_{y}} \varepsilon_{j}(\omega) w_{j}\right) \\
& \quad-I\left(1+\sum_{j \in \mathcal{J} \backslash \mathcal{J}_{y}} \beta_{j}(y) w_{j}-\sum_{j \in \mathcal{J}_{y}} \varepsilon_{j}(\omega) w_{j}\right) \mid \\
&= 2 c(1)^{-q} m^{-q r}\left|\sum_{j \in \mathcal{J}_{y}} \varepsilon_{j}(\omega) I w_{j}\right|
\end{aligned} .
\end{aligned}
$$

Together with (38), (40), (45), (46), and Khintchine's inequality, this leads to

$$
e\left(S_{q}, A, \nu\right) \geq c m^{-r} \sum_{y \in Y_{0}} \frac{\left|H_{y}\right|}{|H|} \mathbb{E}\left|\sum_{j \in \mathcal{J}_{y}} \varepsilon_{j}(\omega) I w_{j}\right| \geq c m^{-r-d} \min _{y \in Y_{0}}\left|\mathcal{J}_{y}\right|^{1 / 2} \geq c n^{-r / d-1 / 2}
$$

Using (36), this implies

$$
e_{n}^{\mathrm{ran}}\left(S_{q}, B_{\mathcal{W}_{p}^{r}(Q)}\right) \geq c n^{-r / d-1 / 2} .
$$

for $1 \leq q<\infty$.
Now we show a second lower bound. Here we assume $1 \leq q \leq \infty$. Let $f_{0}$ denote the function which is identically 0 on $Q$, set

$$
f_{i}=\frac{w_{i}}{\left\|w_{i}\right\|_{W_{p}^{r}(Q)}} \quad(1 \leq i \leq \bar{n})
$$

and define the probability measure $\nu$ on the set $\left\{f_{i}: 0 \leq i \leq \bar{n}\right\}$ by

$$
\nu\left(\left\{f_{0}\right\}\right)=\frac{1}{2}, \quad \nu\left(\left\{f_{i}\right\}\right)=\frac{1}{2 \bar{n}} \quad(1 \leq i \leq \bar{n})
$$

We have

$$
\left\|w_{i}\right\|_{W_{p}^{r}(Q)} \asymp m^{r-d / p}, \quad\left\|w_{i}\right\|_{L_{q}(Q)} \asymp m^{-d / q}
$$

and therefore

$$
\begin{equation*}
\left|S_{q}\left(f_{i}\right)\right|=\frac{\left\|w_{i}\right\|_{L_{q}(Q)}}{\left\|w_{i}\right\|_{W_{p}^{r}(Q)}} \asymp n^{-\frac{r}{d}+\frac{1}{p}-\frac{1}{q}} . \tag{47}
\end{equation*}
$$

Let $A$ be any deterministic algorithm for $S_{q}$ with $\operatorname{card}(A, \nu) \leq 2 n$ and let $l=\operatorname{card}\left(A, f_{0}\right)$. Then $l \leq 4 n$. We first assume $l \geq 1$. Let $\left(\delta_{x_{i}}\right)_{i=1}^{l}$ be the sequence of information functionals called by $A$ at input $f_{0}$ and define

$$
\mathcal{I}_{0}=\left\{i: 1 \leq i \leq \bar{n}, f_{i}\left(x_{j}\right)=0 \text { for all } 1 \leq j \leq l\right\}
$$

It follows that

$$
\begin{equation*}
A\left(f_{i}\right)=A\left(f_{0}\right) \quad\left(i \in \mathcal{I}_{0}\right) \tag{48}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\mathcal{I}_{0}\right| \geq \bar{n}-4 n \geq \frac{\bar{n}}{2} . \tag{49}
\end{equation*}
$$

If $l=0$, which means that the output $A(f)$ does not depend on $f$ at all, we put $\mathcal{I}_{0}=\{1, \ldots, \bar{n}\}$. In this case (48) and (49) hold trivially.

It follows from (47), (48), and (49) that

$$
\begin{aligned}
e\left(S_{q}, A, \nu\right) & \geq \frac{1}{2}\left|S_{q}\left(f_{0}\right)-A\left(f_{0}\right)\right|+\frac{1}{2 \bar{n}} \sum_{i=1}^{\bar{n}}\left|S_{q}\left(f_{i}\right)-A\left(f_{i}\right)\right| \\
& \geq \frac{1}{2 \bar{n}} \sum_{i \in \mathcal{I}_{0}}\left(\left|A\left(f_{0}\right)\right|+\left|S_{q}\left(f_{i}\right)-A\left(f_{0}\right)\right|\right) \geq \frac{1}{2 \bar{n}} \sum_{i \in \mathcal{I}_{0}}\left|S_{q}\left(f_{i}\right)\right| \\
& \geq \frac{\left|\mathcal{I}_{0}\right|}{2 \bar{n}} \min _{i \in \mathcal{I}_{0}}\left|S_{q}\left(f_{i}\right)\right| \geq c n^{-\frac{r}{d}+\frac{1}{p}-\frac{1}{q}},
\end{aligned}
$$

which together with (36) concludes the proof of the lower bound in Theorem 2.3.

## 5 Arithmetic cost

So far we considered the $n$-th minimal errors, i.e., the information complexity was established. This means we limit the number of information functionals (function values). The next question is: can the resulting algorithms be implemented using a small number of arithmetic operations, say, $\mathcal{O}(n)$ or $\mathcal{O}\left(n(\log n)^{\alpha}\right)$ for some $\alpha>0$. We adopt a version of the real number model of computation, see [11]. By arithmetic operations we mean addition, subtraction, multiplication, division, and comparison of real numbers, as well as the elementary functions $\ln x$ for $x>0$ and $\exp (x)$ for $x \in \mathbb{R}$, all of them are assumed to be carried out exactly. Moreover, we assume that a random number generator is available which produces for each call an element of a sequence of (ideal) independent, uniformly distributed on $[0,1]$ random variables. We assign arithmetic cost 1 to each of the described operations. In particular, we can compute $x^{y}=\exp (y \ln x)$ for $x>0$ and $y \in \mathbb{R}$ exactly and at arithmetic cost 3 .

Let us first take a look at the deterministic case. Here we assume that $W_{p}^{r}(Q)$ is embedded into $C(Q)$, that is, (3) holds. Note that by (18) for each fixed $\omega \in \Omega$ the algorithm $A_{n, \omega}^{1}(f)=$ $\left\|P_{l, \theta(\omega)} f\right\|_{L_{q}(Q)}$ is order optimal for $S_{q}$. However, to implement it, we have to compute

$$
\begin{align*}
\int_{Q}\left|\left(P_{l, \theta(\omega)} f\right)(x)\right|^{q} d x & =\sum_{i=1}^{2^{d l}} \int_{Q_{i}}\left|\zeta_{i}(x)\right|^{q} d x \quad(q<\infty)  \tag{50}\\
\operatorname{ess} \sup _{x \in Q}\left|\left(P_{l, \theta(\omega)} f\right)(x)\right| & =\max _{1 \leq i \leq 2^{d l}} \max _{x \in Q_{i}}\left|\zeta_{i}(x)\right| \quad(q=\infty), \tag{51}
\end{align*}
$$

where

$$
\begin{equation*}
\zeta_{i}(x)=\sum_{j=1}^{\kappa} f\left(x_{i}+2^{-l}\left(z_{j}+\theta(\omega)\right)\right) \psi_{j}\left(2^{l}\left(x-x_{i}\right)-\theta(\omega)\right), \tag{52}
\end{equation*}
$$

compare (10). The same integral (50) has to be determined for algorithm $A_{n, \omega}^{2}$, given in (19). On the other hand, algorithm $A_{n, \omega}^{3}$, see (32), can be implemented directly using $\mathcal{O}(n)$ arithmetic operations, which settles the case $r=0, p>q$ in the randomized setting. The case $r=0$ in the deterministic setting and the case $r=0, p \leq q$ in the randomized setting are not of interest here since there is no nontrivial convergence rate, so the zero algorithm is optimal.

If $q$ is an even integer, $\left|\zeta_{i}(x)\right|^{q}$ is a polynomial itself, and we can compute each of the $2^{d l} \asymp n$ integrals in (50) exactly in $\mathcal{O}(1)$ operations. A similar situation occurs if $r=1, q$ is arbitrary, and we use tensor product Lagrange interpolation, because then the $\zeta_{i}$ are constant.

Now we present and study two algorithms based on bisection that will be used to settle the case $d=1, r \in \mathbb{N}, q \in \mathbb{R}, 1 \leq q \leq \infty$. The first algorithm approximately determines the roots of a polynomial $\zeta$ and of its derivatives using bisection. We combine the description of the algorithm with its analysis in order to motivate the respective steps.

Algorithm $B=B([a, b], \zeta, \delta)$ :
Input: $0<\delta<1$, a finite interval $[a, b]$ with $a<b$, and a polynomial $\zeta(x)$ over $\mathbb{R}$.
Output: Let $m:=\operatorname{deg} \zeta$. The output is an ordered set $\left(\left[a_{j}, b_{j}\right]: 1 \leq j \leq L\right)$ of $L \leq 2^{m}$ closed subintervals of $[a, b]$ of nonempty interior, with $b_{j} \leq a_{j+1}(j=1, \ldots, L-1)$ and the following properties. If $m=0$, the output is $([a, b])$. If $m \geq 1$, no root of the polynomials $\zeta, \zeta^{\prime}, \zeta^{\prime \prime}, \ldots, \zeta^{(m-1)}$ belongs to $\cup_{j=1}^{L}\left(a_{j}, b_{j}\right)$ and

$$
\begin{equation*}
\mu_{1}\left([a, b] \backslash \cup_{j=1}^{L}\left[a_{j}, b_{j}\right]\right) \leq \delta(b-a) \tag{53}
\end{equation*}
$$

where $\mu_{1}$ denotes the Lebesgue measure on $\mathbb{R}^{1}$.
Description and analysis of algorithm $B$ : If $m=0$, we set $B([a, b], \zeta, \delta)=([a, b])$. If $m=1$, $\zeta$ is linear, and we compute its root $x^{*}$. If $x^{*} \notin(a, b)$, we put $B([a, b], \zeta, \delta)=([a, b])$, while if $x^{*} \in(a, b)$, we set $B([a, b], \zeta, \delta)=\left(\left[a, x^{*}\right],\left[x^{*}, b\right]\right)$.

For $m \geq 2$ we use recursion over the degree. Suppose we have already obtained

$$
\begin{equation*}
B\left([a, b], \zeta^{\prime}, \delta / 2\right)=\left(\left[c_{j}, d_{j}\right]: 1 \leq j \leq M\right) \tag{54}
\end{equation*}
$$

with the required properties. Now we change the output set by processing the intervals $\left[c_{j}, d_{j}\right]$ consecutively. By (54), $\zeta(x)$ is strictly monotone on $\left[c_{j}, d_{j}\right]$, thus has at most one root in $\left[c_{j}, d_{j}\right]$. If $\zeta\left(c_{j}\right) \zeta\left(d_{j}\right)>0$, there is no root of $\zeta$ in $\left[c_{j}, d_{j}\right]$. In this case we leave $\left[c_{j}, d_{j}\right]$ in the output set and move to the next interval. If $\zeta\left(c_{j}\right) \zeta\left(d_{j}\right) \leq 0, \zeta$ has a unique root $x^{*}$ in $\left[c_{j}, d_{j}\right]$ and we use bisection to approximate it. Let $k(\delta)=\left\lceil\log _{2}(1 / \delta)\right\rceil+1$. We determine a sequence of subintervals $\left(\left[c_{j, k}, d_{j, k}\right]_{k=0}^{k(\delta)}\right.$ of $\left[c_{j}, d_{j}\right]$ with $x^{*} \in\left[c_{j, k}, d_{j, k}\right]$ and $d_{j, k}-c_{j, k}=2^{-k}\left(d_{j}-c_{j}\right)$ for all $k$ as follows: Put $\left[c_{j, 0}, d_{j, 0}\right]=\left[c_{j}, d_{j}\right]$. Furthermore, let $0 \leq k<k(\delta)$ and assume we already found $\left[c_{j, k}, d_{j, k}\right]$. If

$$
\begin{equation*}
\zeta\left(c_{j, k}\right) \zeta\left(\frac{c_{j, k}+d_{j, k}}{2}\right) \leq 0 \tag{55}
\end{equation*}
$$

we set $c_{j, k+1}=c_{j, k}, d_{j, k+1}=\frac{c_{j, k}+d_{j, k}}{2}$, otherwise we put $c_{j, k+1}=\frac{1}{2}\left(c_{j, k}+d_{j, k}\right), d_{j, k+1}=d_{j, k}$. Having completed the $k(\delta)$ bisection steps, we obtain an interval $\left[c_{j, k(\delta)}, d_{j, k(\delta)}\right]$ of the desired size

$$
d_{j, k(\delta)}-c_{j, k(\delta)} \leq 2^{-k(\delta)}\left(d_{j}-c_{j}\right) \leq \frac{\delta}{2}\left(d_{j}-c_{j}\right),
$$

which contains $x^{*}$. Now we replace $\left[c_{j}, d_{j}\right]$ by the intervals $\left[c_{j}, c_{j, k(\delta)}\right]$ and $\left[d_{j, k(\delta)}, d_{j}\right]$. If one of them is a one-point set, we omit it. The final set of intervals, say ( $\left.\left[a_{j}, b_{j}\right]: 1 \leq j \leq L\right)$ is the output $B([a, b], \zeta, \delta)$. The number of intervals satisfies $L \leq 2 M \leq 2^{m}$. Moreover,

$$
\begin{aligned}
& \mu_{1}\left([a, b] \backslash \cup_{j=1}^{L}\left[a_{j}, b_{j}\right]\right) \\
& \quad=\mu_{1}\left([a, b] \backslash \cup_{j=1}^{M}\left[c_{j}, d_{j}\right]\right)+\mu_{1}\left(\cup_{j=1}^{M}\left[c_{j}, d_{j}\right] \backslash \cup_{j=1}^{L}\left[a_{j}, b_{j}\right]\right) \leq \delta(b-a) .
\end{aligned}
$$

This concludes the recursion step.
There is a function $c: \mathbb{N}_{0} \rightarrow(0,+\infty)$ such that the whole procedure needs not more than $c(\operatorname{deg} \zeta)\left\lceil\log _{2}(1 / \delta)\right\rceil$ arithmetic operations. Moreover, if $a=a(\omega)$ and $b=b(\omega)$ are random variables and $\zeta=\zeta_{\omega}$ is a random polynomial on $(\Omega, \Sigma, \mathbb{P})$, that is, a polynomial over $\mathbb{R}$ whose coefficients are random variables, then the output $\left(\left[a_{j}(\omega), b_{j}(\omega)\right]: 1 \leq j \leq L(\omega)\right)$ is $\Sigma$-measurable in the following sense: $L(\omega)$ is $\Sigma$-measurable and for each $L \in \mathbb{N}$ and $1 \leq j \leq L$ the functions $a_{j}(\omega)$ and $b_{j}(\omega)$ are $\Sigma$-measurable on $\{\omega \in \Omega: L(\omega)=L\}$.

This is easily seen as follows. First observe that $\operatorname{deg} \zeta_{\omega}$ is measurable. Hence we can assume w.l.o.g. that there is an $m \in \mathbb{N}_{0}$ such that $\operatorname{deg} \zeta_{\omega}=m$ for all $\omega \in \Omega$. Now we use induction over $m$. The measurability of $\left(\left[a_{j}(\omega), b_{j}(\omega)\right]: 1 \leq j \leq L(\omega)\right)$ is obvious for $m=0$ and $m=1$. Next let $m \geq 2$ and assume that the statement holds for $m-1$. Thus, $\left(\left[c_{j}(\omega), d_{j}(\omega)\right]: 1 \leq j \leq M(\omega)\right)$ from (54) is measurable. For a fixed $M \in \mathbb{N}$ we consider the measurable set $\{\omega: M(\omega)=M\}$ and fix also $1 \leq j \leq M$.

The sets $\left\{\omega: \zeta_{\omega}\left(c_{j}(\omega)\right) \zeta_{\omega}\left(d_{j}(\omega)\right)>0\right\}$ and $\left\{\omega: \zeta_{\omega}\left(c_{j}(\omega)\right) \zeta_{\omega}\left(d_{j}(\omega)\right) \leq 0\right\}$ are measurable. On the first set the interval $\left[c_{j}(\omega), d_{j}(\omega)\right]$ remains unchanged, thus measurability is obvious. Now consider the second set. Here we use induction over $k$ to show that $c_{j, k}(\omega)$ and $d_{j, k}(\omega)$ are measurable. For $k=0$ this is obvious. Let $0 \leq k \leq k(\delta)-1$ and assume that $c_{j, k}(\omega)$ and $d_{j, k}(\omega)$ are measurable. Hence the set of $\omega \in \Omega$ for which (55) holds is measurable. This proves the measurability of $c_{j, k+1}(\omega)$ and $d_{j, k+1}(\omega)$, completing the induction over $k$. Since the set of $\omega$ for which one of the intervals $\left[c_{j}(\omega), c_{j, k(\delta)}(\omega)\right],\left[d_{j, k(\delta)}(\omega), d_{j}(\omega)\right]$ is a one-point set is measurable, this also completes the induction over $m$ and the analysis of algorithm $B$.

Let $0<\delta<1, n \in \mathbb{N}, l=\lceil\log n\rceil, \omega \in \Omega, 1 \leq i \leq 2^{l}, Q_{i}=\left[2^{-l}(i-1), 2^{-l} i\right]$, and $f \in \mathcal{F}(Q)$ (recall that $d=1$, thus $Q=[0,1]$ ). With $\zeta_{i}$ given by (52) we define the polynomial $\sigma_{i}$ by

$$
\sigma_{i}(x)=\left\{\begin{array}{l}
\zeta_{i}(x) \quad \text { if } \quad \mathbb{K}=\mathbb{R}  \tag{56}\\
\left|\zeta_{i}(x)\right|^{2} \quad \text { if } \mathbb{K}=\mathbb{C}
\end{array}\right.
$$

and let

$$
B\left(Q_{i}, \sigma_{i}, \delta\right)=\left(\left[a_{i, j}, b_{i, j}\right]: 1 \leq j \leq L_{i}\right)
$$

Note that on each $\left(a_{i, j}, b_{i, j}\right)$ the polynomials $\sigma_{i}(x)$ and $\sigma_{i}^{\prime}(x)$ have no roots. We set

$$
Q_{n, \delta}=\bigcup_{i=1}^{2^{l}} \bigcup_{j=1}^{L_{i}}\left(a_{i, j}, b_{i, j}\right)
$$

Observe that (53) implies

$$
\begin{equation*}
\mu_{1}\left(Q \backslash Q_{n, \delta}\right) \leq \delta \tag{57}
\end{equation*}
$$

Now we can settle the case $q=\infty$, using algorithm $B$. Since $\sigma_{i}(x)$ is monotone on $\left[a_{i, j}, b_{i, j}\right]$, we have

$$
\max _{x \in\left[a_{i, j}, b_{i, j}\right]}\left|\zeta_{i}(x)\right|=\max \left(\left|\zeta_{i}\left(a_{i, j}\right)\right|,\left|\zeta_{i}\left(b_{i, j}\right)\right|\right)
$$

We replace

$$
A_{n, \omega}^{1}(f)=\left\|P_{l, \theta} f\right\|_{L_{\infty}(Q)}=\operatorname{ess} \sup _{x \in Q}\left|\left(P_{l, \theta} f\right)(x)\right|=\max _{1 \leq i \leq 2^{l}} \max _{x \in Q_{i}}\left|\zeta_{i}(x)\right|
$$

by

$$
\begin{align*}
\max _{1 \leq i \leq 2^{l}} \max _{1 \leq j \leq L_{i}} \max \left(\left|\zeta_{i}\left(a_{i, j}\right)\right|,\left|\zeta_{i}\left(b_{i, j}\right)\right|\right) & =\max _{1 \leq i \leq 2^{l}} \max _{1 \leq j \leq L_{i}} \max _{x \in\left[a_{i, j}, b_{i, j}\right]}\left|\zeta_{i}(x)\right| \\
& =\left\|\chi_{Q_{n, \delta}} P_{l, \theta} f\right\|_{L_{\infty}(Q)}:=\tilde{A}_{n, \omega, \delta}^{1}(f) . \tag{58}
\end{align*}
$$

The next result provides the error analysis of algorithm $\tilde{A}_{n, \omega, \delta}^{1}$. For this purpose, as well as for later use, let us mention the following. For each value of $\theta$ the image of the operator $P_{\theta}$, see (8), is contained in the space of all polynomials of degree at most $\max _{1 \leq j \leq \kappa} \operatorname{deg} \psi_{j}$, considered as functions on $Q$. Since this space is finite-dimensional, the $W_{\infty}^{1}(Q)$-norm, the $L_{\infty}(Q)$-norm, and the $L_{1}(Q)$-norm are equivalent on it. Therefore we have (compare (9))

$$
\begin{aligned}
\left\|P_{l, \theta} f\right\|_{L_{\infty}(Q)} & =\max _{1 \leq i \leq 2^{l}}\left\|R_{l, i} P_{\theta} E_{l, i} f\right\|_{L_{\infty}\left(Q_{i}\right)}=\max _{1 \leq i \leq 2^{l}}\left\|P_{\theta} E_{l, i} f\right\|_{L_{\infty}(Q)} \\
& \leq c \max _{1 \leq i \leq 2^{l}}\left\|P_{\theta} E_{l, i} f\right\|_{L_{1}(Q)} \leq c 2^{l} \max _{1 \leq i \leq 2^{l}}\left\|R_{l, i} P_{\theta} E_{l, i} f\right\|_{L_{1}\left(Q_{i}\right)} \\
& \leq c 2^{l} \sum_{i=1}^{2^{l}}\left\|R_{l, i} P_{\theta} E_{l, i} f\right\|_{L_{1}\left(Q_{i}\right)}=c 2^{l}\left\|P_{l, \theta} f\right\|_{L_{1}(Q)}
\end{aligned}
$$

and similarly,

$$
\begin{align*}
\left\|P_{l, \theta} f\right\|_{W_{\infty}^{1}(Q)} & =\max _{1 \leq i \leq 2^{l}}\left\|R_{l, i} P_{\theta} E_{l, i} f\right\|_{W_{\infty}^{1}\left(Q_{i}\right)} \leq 2^{l} \max _{1 \leq i \leq 2^{l}}\left\|P_{\theta} E_{l, i} f\right\|_{W_{\infty}^{1}(Q)} \\
& \leq c 2^{l} \max _{1 \leq i \leq 2^{l}}\left\|P_{\theta} E_{l, i} f\right\|_{L_{1}(Q)} \leq c 2^{2 l}\left\|P_{l, \theta} f\right\|_{L_{1}(Q)} . \tag{59}
\end{align*}
$$

Corollary 5.1. Let $r \in \mathbb{N}, d=1,1 \leq p \leq \infty$. Then there are constants $c_{1}, c_{2}, c_{3}>0$ and $a$ sequence $(\delta(n))_{n \in \mathbb{N}}$ such that for all $n \in \mathbb{N}$

$$
\begin{equation*}
0<\delta(n)<1, \quad \log (1 / \delta(n)) \leq c_{1} \log (n+1) \tag{60}
\end{equation*}
$$

for all $f \in W_{p}^{r}(Q)$ and $\omega \in \Omega$,

$$
\begin{equation*}
\left|S_{\infty}(f)-\tilde{A}_{n, \omega, \delta(n)}^{1}(f)\right| \leq c_{2} n^{-r+1 / p}\|f\|_{W_{p}^{r}(Q)} \tag{61}
\end{equation*}
$$

and the computation of $\tilde{A}_{n, \omega, \delta(n)}^{1}(f)$ takes not more than $c_{3} n \log (n+1)$ operations.
Proof. We choose

$$
\delta(n)=\frac{1}{2} n^{-r-2+1 / p}
$$

thus (60) holds. Together with (57), (59), and Lemma 3.2 we obtain

$$
\begin{aligned}
& \left|A_{n, \omega}^{1}(f)-\tilde{A}_{n, \omega, \delta}^{1}(f)\right| \\
& \quad=\left|\left\|P_{l, \theta} f\right\|_{L_{\infty}(Q)}-\left\|\chi_{Q_{n, \delta(n)}} P_{l, \theta} f\right\|_{L_{\infty}(Q)}\right|=\max _{x \in Q}\left|\left(P_{l, \theta} f\right)(x)\right|-\max _{x \in Q_{n, \delta(n)}}\left|\left(P_{l, \theta} f\right)(x)\right| \\
& \quad=\max _{x \in Q} \min _{y \in Q_{n, \delta(n)}}\left(\left|P_{l, \theta} f(x)\right|-\left|P_{l, \theta} f(y)\right|\right) \leq \max _{x \in Q} \min _{y \in Q_{n, \delta(n)}}\left|P_{l, \theta} f(x)-P_{l, \theta} f(y)\right| \\
& \quad \leq\left\|P_{l, \theta} f\right\|_{W_{\infty}^{1}(Q)} \max _{x \in Q} \min _{y \in Q_{n, \delta(n)}}|x-y| \leq c 2^{2 l}\left\|P_{l, \theta} f\right\|_{L_{1}(Q)} \max _{x \in Q} \min _{y \in Q_{n, \delta(n)}}|x-y| \\
& \quad \leq c 2^{2 l}\left\|P_{l, \theta} f\right\|_{L_{1}(Q)} \mu_{1}\left(Q \backslash Q_{n, \delta(n)}\right) \leq c 2^{2 l}\left\|P_{l, \theta} f\right\|_{L_{1}(Q) \delta} \delta(n) \\
& \quad \leq c n^{2}\|f\|_{W_{p}^{r}(Q)} \delta(n) \leq c n^{-r+1 / p}\|f\|_{W_{p}^{r}(Q) .}
\end{aligned}
$$

Now Corollary 3.3 implies (61). The cost estimate follows directly from (58), (60), and the cost analysis of algorithm $B$ above.

To handle the case $q<\infty$ we need another algorithm, which provides an approximation to $\int_{a}^{b}|\zeta(x)|^{\gamma} d x$ for certain polynomials $\zeta$. Let $\gamma \in \mathbb{R}, 0<\gamma<\infty$. We expand the function $z^{\gamma}$ on $(0, \infty)$ at the points $z_{k}=3 \cdot 2^{k-1}(k \in \mathbb{Z})$ into its Taylor series

$$
\begin{equation*}
z^{\gamma}=\sum_{n=0}^{\infty} \frac{\gamma(\gamma-1) \ldots(\gamma-n+1)}{n!} z_{k}^{\gamma-n}\left(z-z_{k}\right)^{n}, \tag{62}
\end{equation*}
$$

where for $n=0$ the fraction is to be understood as 1 . We have for all $n \in \mathbb{N}_{0}$

$$
\begin{equation*}
\frac{|\gamma(\gamma-1) \ldots(\gamma-n+1)|}{n!} \leq \frac{\gamma(\gamma-1) \ldots\left(\gamma-\left\lceil\frac{\gamma-1}{2}\right\rceil+1\right)}{\left\lceil\frac{\gamma-1}{2}\right\rceil!}:=c(\gamma) \tag{63}
\end{equation*}
$$

and for all $z \in\left[2^{k}, 2^{k+1}\right]$

$$
\begin{equation*}
z_{k}^{\gamma-n}\left|z-z_{k}\right|^{n} \leq 2^{\gamma(k-1)} 3^{-n+\gamma} . \tag{64}
\end{equation*}
$$

Define the polynomial $\pi_{k, N}$ for $N \in \mathbb{N}_{0}$ and $z \in \mathbb{R}$

$$
\pi_{k, N}(z)=\sum_{n=0}^{N} \frac{\gamma(\gamma-1) \ldots(\gamma-n+1)}{n!} z_{k}^{\gamma-n}\left(z-z_{k}\right)^{n}
$$

From (62), (63), and (64) we conclude

$$
\begin{align*}
& \sup _{z \in\left[2^{k}, 2^{k+1}\right]}\left|z^{\gamma}-\pi_{k, N}(z)\right| \\
& \leq c(\gamma) 2^{\gamma(k-1)} 3^{\gamma} \sum_{n=N+1}^{\infty} 3^{-n}=c_{1}(\gamma) 2^{\gamma k} 3^{-N}, \quad c_{1}(\gamma)=2^{-1-\gamma} 3^{\gamma} c(\gamma) . \tag{65}
\end{align*}
$$

Algorithm $T_{\gamma}=T_{\gamma}([a, b], \zeta, \delta, N)$ :
Input: $0<\delta<1$, a finite interval $[a, b]$ with $a<b$, a polynomial $\zeta(x)$ over $\mathbb{R}$ which is either constant or has the property that no root of $\zeta$ and $\zeta^{\prime}$ is contained in $(a, b), N \in \mathbb{N}_{0}$.
Output: A real number $T_{\gamma}([a, b], \zeta, \delta, N)$.
Description of algorithm $T_{\gamma}$ : If $\zeta=\zeta_{0}$ is constant, we put

$$
T_{\gamma}([a, b], \zeta, \delta, N)=\left|\zeta_{0}\right|^{\gamma}(b-a)
$$

Now we assume that $\zeta$ is not constant. We define the algorithm for the case that $\zeta$ is nonnegative and strictly increasing on $[a, b]$. If this is not the case, we replace $\zeta$ by

$$
\begin{equation*}
\zeta_{1}=\tau_{0} \zeta\left(\frac{a+b}{2}+\tau_{0} \tau_{1}\left(x-\frac{a+b}{2}\right)\right) \tag{66}
\end{equation*}
$$

with

$$
\begin{equation*}
\tau_{0}=\operatorname{sign}\left(\zeta\left(\frac{a+b}{2}\right)\right), \quad \tau_{1}=\operatorname{sign}\left(\zeta^{\prime}\left(\frac{a+b}{2}\right)\right) \tag{67}
\end{equation*}
$$

Compute

$$
\begin{equation*}
k_{0}=\left\lfloor\log _{2} \max (2 \zeta(a), \delta)\right\rfloor, \quad k_{1}=\left\lceil\log _{2} \zeta(b)\right\rceil . \tag{68}
\end{equation*}
$$

If $k_{o} \geq k_{1}$ we set

$$
T_{\gamma}([a, b], \zeta, \delta, N)=\left\{\begin{array}{rlr}
0 & \text { if } & 2 \zeta(a) \leq \delta  \tag{69}\\
\int_{a}^{b} \pi_{k_{0}-1, N}(\zeta(x)) d x & \text { if } & 2 \zeta(a)>\delta
\end{array}\right.
$$

Now let $k_{0}<k_{1}$. By (68), we have

$$
\begin{equation*}
\zeta(a)<2^{k_{0}} \leq 2^{k_{1}-1}<\zeta(b) \leq 2^{k_{1}} \tag{70}
\end{equation*}
$$

For each $k=k_{0}, k_{0}+1, \ldots, k_{1}-1$ we use bisection as above with $\left\lceil\log _{2}(1 / \delta)\right\rceil$ steps to determine a subinterval $\left[c_{k}, d_{k}\right]$ of $[a, b]$ containing the unique $x_{k}^{*} \in(a, b)$ with $\zeta\left(x_{k}^{*}\right)=2^{k}$ and satisfying

$$
\left(d_{k}-c_{k}\right) \leq \delta(b-a)
$$

Define $d_{k_{0}-1}=a, c_{k_{1}}=b$. We will use the intervals $\left(\left[d_{k}, c_{k+1}\right]\right)_{k=k_{0}-1}^{k_{1}-1}$ (if $\alpha>\beta$, the interval $[\alpha, \beta]$ is understood to be the empty set). We set

$$
T_{\gamma}([a, b], \zeta, \delta, N)=\left\{\begin{array}{lll}
\sum_{k=k_{0}}^{k_{1}-1} \int_{\left[d_{k}, c_{k+1}\right]} \pi_{k, N}(\zeta(x)) d x & \text { if } & 2 \zeta(a) \leq \delta  \tag{71}\\
\sum_{k=k_{0}-1}^{k_{1}-1} \int_{\left[d_{k}, c_{k+1}\right]} \pi_{k, N}(\zeta(x)) d x & \text { if } & 2 \zeta(a)>\delta
\end{array}\right.
$$

Lemma 5.2. Under the assumptions on the input stated above the following estimate holds:

$$
\begin{align*}
& \left.\left|\int_{a}^{b}\right| \zeta(x)\right|^{\gamma} d x-T_{\gamma}([a, b], \zeta, \delta, N) \mid \leq(b-a) \\
& \quad \times\left(\delta^{\gamma}+\|\zeta\|_{L_{\infty}([a, b])}^{\gamma}\left(\delta\left(\log _{2}(1 / \delta)+\log _{2} \max \left(\|\zeta\|_{L_{\infty}([a, b])}, 1\right)+2\right)+c_{1}(\gamma) 3^{-N}\right)\right) \tag{72}
\end{align*}
$$

with $c_{1}(\gamma)$ given by (65) and (63). Moreover, there is a function $c: \mathbb{N}_{0} \times(0, \infty) \rightarrow(0,+\infty)$ such that algorithm $T_{\gamma}$ needs not more than

$$
\begin{equation*}
c(\operatorname{deg} \zeta, \gamma)\left(\log _{2}(1 / \delta)+\log _{2} \max \left(\|\zeta\|_{L_{\infty}([a, b])}, 2\right)\right)(N+1)^{2} \tag{73}
\end{equation*}
$$

arithmetic operations. Finally, if $a(\omega)$ and $b(\omega)$ are random variables and $\zeta_{\omega}$ is a random polynomial on $(\Omega, \Sigma, \mathbb{P})$, then $T_{\gamma}\left([a(\omega), b(\omega)], \zeta_{\omega}, \delta, N\right)$ is $\Sigma$-measurable.

Proof. If $\zeta$ is constant, (72) is trivial. If $\zeta$ is not constant, we can assume without loss of generality that $\zeta$ is nonnegative and strictly increasing on $[a, b]$, since neither the integral nor the norms in (72) change if we replace $\zeta$ by $\zeta_{1}$ from (66)-(67). It follows from (68) that

$$
\begin{equation*}
k_{1}-k_{0} \leq \log _{2}(1 / \delta)+\log _{2} \max \left(\|\zeta\|_{L_{\infty}([a, b])}, 1\right)+2 . \tag{74}
\end{equation*}
$$

First consider the case $k_{0} \geq k_{1}$. We distinguish between two subcases: If $2 \zeta(a) \leq \delta$, this means $\zeta(b) \leq \delta$, hence

$$
\int_{a}^{b}|\zeta(x)|^{\gamma} \leq \delta^{\gamma}(b-a)
$$

and (72) is obvious. On the other hand, if $2 \zeta(a)>\delta$, it follows from (68) that

$$
\begin{equation*}
2^{k_{0}} \leq 2 \zeta(a)<2 \zeta(b) \leq 2^{k_{1}+1} \tag{75}
\end{equation*}
$$

which in view of the assumption $k_{0} \geq k_{1}$ implies $k_{0}=k_{1}$. Then (75) gives

$$
\begin{equation*}
2^{k_{0}-1} \leq \zeta(a)<\zeta(b) \leq 2^{k_{0}} . \tag{76}
\end{equation*}
$$

Using (65) and (76), we obtain

$$
\begin{aligned}
& \left.\left|\int_{a}^{b}\right| \zeta(x)\right|^{\gamma} d x-T_{\gamma}([a, b], \zeta, \delta, N) \mid \\
& \quad \leq \quad(b-a) \sup _{z \in\left[2^{k_{0}-1}, 2^{k_{0}}\right]}\left|z^{\gamma}-\pi_{k_{0}-1, N}(z)\right| \leq c_{1}(\gamma) 2^{\gamma\left(k_{0}-1\right)} 3^{-N} \leq c_{1}(\gamma) \zeta(b)^{\gamma} 3^{-N}
\end{aligned}
$$

and hence (72) holds.
Now we consider the case $k_{0}<k_{1}$. Using also (70) it follows that

$$
\begin{equation*}
\left[\zeta\left(d_{k}\right), \zeta\left(c_{k+1}\right)\right] \subseteq\left[2^{k}, 2^{k+1}\right] \quad\left(k_{0} \leq k \leq k_{1}-1\right) \tag{77}
\end{equation*}
$$

and furthermore

$$
\begin{equation*}
\mu_{1}\left(\left[c_{k_{0}}, b\right] \backslash \cup_{k=k_{0}}^{k_{1}-1}\left[d_{k}, c_{k+1}\right]\right) \leq \delta\left(k_{1}-k_{0}\right)(b-a) . \tag{78}
\end{equation*}
$$

If $2 \zeta(a) \leq \delta$, it follows from (68) that $\zeta\left(c_{k_{0}}\right) \leq 2^{k_{0}} \leq \delta$, hence

$$
\begin{equation*}
\int_{a}^{c_{k_{0}}}|\zeta(x)|^{\gamma} d x \leq \delta^{\gamma}(b-a) \tag{79}
\end{equation*}
$$

From (65), (70), (71), (77), (78), and (79) we conclude

$$
\begin{align*}
& \left.\left|\int_{a}^{b}\right| \zeta(x)\right|^{\gamma} d x-T_{\gamma}([a, b], \zeta, \delta, N) \mid \\
& \quad \leq \int_{a}^{c_{k_{0}}}|\zeta(x)|^{\gamma} d x+\int_{\left[c_{k_{0}}, b\right] \backslash \cup_{k=k_{0}}^{k_{1}-1}\left[d_{k}, c_{k+1}\right]}|\zeta(x)|^{\gamma} d x \\
& \quad+\sum_{k=k_{0}}^{k_{1}-1} \int_{\left[d_{k}, c_{k+1}\right]}|\zeta(x)|^{\gamma}-\pi_{k, N}(\zeta(x)) \mid d x \\
& \leq \delta^{\gamma}(b-a)+(b-a) \delta\left(k_{1}-k_{0}\right) \zeta(b)^{\gamma}+(b-a) \max _{k_{0} \leq k \leq k_{1}-1} \sup _{z \in\left[2^{k}, 2^{k+1}\right]}\left|z^{\gamma}-\pi_{k, N}(z)\right| \\
& \leq(b-a)\left(\delta^{\gamma}+\delta\left(k_{1}-k_{0}\right) \zeta(b)^{\gamma}+c_{1}(\gamma) 2^{\gamma\left(k_{1}-1\right)} 3^{-N}\right) \\
& \leq(b-a)\left(\delta^{\gamma}+\delta\left(k_{1}-k_{0}\right) \zeta(b)^{\gamma}+c_{1}(\gamma) \zeta(b)^{\gamma} 3^{-N}\right), \tag{80}
\end{align*}
$$

which together with (74) gives (72).
If $2 \zeta(a)>\delta$, then (68) implies $2^{k_{0}-1} \leq \zeta(a)$. It follows that

$$
\begin{equation*}
\left[\zeta(a), \zeta\left(c_{k_{0}}\right)\right] \subseteq\left[2^{k_{0}-1}, 2^{k_{0}}\right] . \tag{81}
\end{equation*}
$$

Hence from (71), (77), (78), and (81), we infer that

$$
\begin{aligned}
& \left.\left|\int_{a}^{b}\right| \zeta(x)\right|^{\gamma} d x-\sum_{k=k_{0}-1}^{k_{1}-1} \int_{\left[d_{k}, c_{k+1}\right]} \pi_{k, N}(\zeta(x)) d x \mid \\
& \quad \leq \int_{[a, b] \backslash \cup_{k=k_{0}-1}^{k_{1}-1}\left[d_{k}, c_{k+1}\right]}|\zeta(x)|^{\gamma} d x+\left.\sum_{k=k_{0}-1}^{k_{1}-1} \int_{\left[d_{k}, c_{k+1}\right]}| | \zeta(x)\right|^{\gamma}-\pi_{k, N}(\zeta(x)) \mid d x \\
& \quad \leq(b-a) \delta\left(k_{1}-k_{0}\right) \zeta(b)^{\gamma}+(b-a) \max _{k_{0}-1 \leq k \leq k_{1}-1} \sup _{z \in\left[2^{k}, 2^{k+1}\right]}\left|z^{\gamma}-\pi_{k, N}(z)\right| \\
& \quad \leq(b-a)\left(\delta\left(k_{1}-k_{0}\right) \zeta(b)^{\gamma}+c_{1}(\gamma) \zeta(b)^{\gamma} 3^{-N}\right) .
\end{aligned}
$$

Using (74), this implies (72).
To prove the cost estimate, we note that to compute the integrals in (69) and (71), we have to determine the coefficients of the polynomials $\pi_{k, N}(\zeta(x))$. With $k$ fixed, this can be done by successively computing the coefficients of the polynomials $\left(\zeta(x)-z_{k}\right)^{n}$ for $n=0, \ldots, N$, which takes $c(\operatorname{deg}(\zeta), \gamma)(N+1)^{2}$ operations. Together with (74) this gives (73). Measurability of $T_{\gamma}$ is proved in a similar way as the measurability of $B$. We omit the details.

Now we are ready to handle the case $1 \leq q<\infty$. Set

$$
\gamma=\left\{\begin{array}{lll}
q & \text { if } & \mathbb{K}=\mathbb{R} \\
\frac{q}{2} & \text { if } & \mathbb{K}=\mathbb{C}
\end{array}\right.
$$

and let $d=1, r \in \mathbb{N}, n \in \mathbb{N}, l=\lceil\log n\rceil$, and $\omega \in \Omega$. We modify algorithms $A_{n, \omega}^{1}$ and $A_{n, \omega}^{2}$ defined in (15) and (19) as follows. Let $0<\delta<1, N \in \mathbb{N}_{0}, 1 \leq i \leq 2^{l}, Q_{i}=\left[2^{-l}(i-1), 2^{-l} i\right]$, let $\sigma_{i}$ be given by (56), and let

$$
B\left(Q_{i}, \sigma_{i}, \delta\right)=\left(\left[a_{i, j}, b_{i, j}\right]: 1 \leq j \leq L_{i}\right) .
$$

Recall that on each $\left(a_{i, j}, b_{i, j}\right)$ the polynomials $\sigma_{i}(x)$ and $\sigma_{i}^{\prime}(x)$ have no roots. We replace

$$
\int_{Q}\left|\left(P_{l, \theta} f\right)(x)\right|^{q} d x=\sum_{i=1}^{2^{l}} \int_{Q_{i}}\left|\zeta_{i}(x)\right|^{q} d x=\sum_{i=1}^{2^{l}} \int_{Q_{i}}\left|\sigma_{i}(x)\right|^{\gamma} d x
$$

by

$$
\sum_{i=1}^{2^{l}} \sum_{j=1}^{L_{i}} T_{\gamma}\left(\left[a_{i, j}, b_{i, j}\right], \sigma_{i}, \delta, N\right)
$$

thus the modified algorithms are

$$
\begin{equation*}
\tilde{A}_{n, \omega, \delta, N}^{1}(f)=\left|\sum_{i=1}^{2^{l}} \sum_{j=1}^{L_{i}} T_{\gamma}\left(\left[a_{i, j}, b_{i, j}\right], \sigma_{i}, \delta, N\right)\right|^{1 / q} \tag{82}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{A}_{n, \omega, \delta, N}^{2}(f)=\left|\sum_{i=1}^{2^{l}} \sum_{j=1}^{L_{i}} T_{\gamma}\left(\left[a_{i, j}, b_{i, j}\right], \sigma_{i}, \delta, N\right)+\frac{1}{n} \sum_{i=1}^{n}\left(\left|f\left(\xi_{i}\right)\right|^{q}-\left|\left(P_{l, \theta} f\right)\left(\xi_{i}\right)\right|^{q}\right)\right|^{1 / q} . \tag{83}
\end{equation*}
$$

The $\Sigma$-measurability for each $f \in W_{p}^{r}([0,1])$ is easily checked based on the measurability properties of the algorithms $B$ and $T_{\gamma}$ discussed above.

Lemma 5.3. Let $r \in \mathbb{N}, d=1,1 \leq p \leq \infty$, and $1 \leq q<\infty$. Then there are constants $c_{1}, c_{2}>0$ such that for all $f \in B_{W_{p}^{r}(Q)}, n \in \mathbb{N}, \omega \in \Omega, 0<\delta \leq 1 / 2, N \in \mathbb{N}_{0}$

$$
\left.\left|\int_{Q}\right|\left(P_{l, \theta} f\right)(x)\right|^{q} d x-\sum_{i=1}^{2^{l}} \sum_{j=1}^{L_{i}} T_{\gamma}\left(\left[a_{i, j}, b_{i, j}\right], \sigma_{i}, \delta, N\right) \mid \leq c_{1}\left(\delta+\delta^{\gamma}+\delta \log _{2}(1 / \delta)+3^{-N}\right)
$$

and the computation of $\tilde{A}_{n, \omega, \delta, N}^{1}(f)$ needs not more than $c_{2} n(N+1)^{2} \log _{2}(1 / \delta)$ arithmetic operations.

Proof. Since, by assumption, $r \geq 1$, we conclude from (13) of Lemma 3.2

$$
\left\|P_{l, \theta} f\right\|_{L_{\infty}(Q)} \leq c\|f\|_{W_{p}^{r}(Q)} \leq c
$$

Consequently,

$$
\begin{equation*}
\max _{1 \leq i \leq 2^{l}, 1 \leq j \leq L_{i}}\left\|\sigma_{i}\right\|_{L_{\infty}\left(\left[a_{i, j}, b_{i, j}\right]\right)} \leq \max \left(\left\|P_{l, \theta} f\right\|_{L_{\infty}(Q)},\left\|P_{l, \theta} f\right\|_{L_{\infty}(Q)}^{2}\right) \leq c \tag{84}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\chi_{Q \backslash Q_{n, \delta}} P_{l, \theta} f\right\|_{L_{q}(Q)} \leq\left\|P_{l, \theta} f\right\|_{L_{\infty}(Q)}\left\|\chi_{Q \backslash Q_{n, \delta}}\right\|_{L_{q}(Q)} \leq c \mu_{1}\left(Q \backslash Q_{n, \delta}\right)^{1 / q} \leq c \delta^{1 / q} \tag{85}
\end{equation*}
$$

We estimate, using (72) of Lemma 5.2, (84), and (85),

$$
\begin{aligned}
& \left.\left|\int_{Q}\right|\left(P_{l, \theta} f\right)(x)\right|^{q} d x-\sum_{i=1}^{2^{l}} \sum_{j=1}^{L_{i}} T_{\gamma}\left(\left[a_{i, j}, b_{i, j}\right], \sigma_{i}, \delta, N\right) \mid \\
& \leq \\
& \quad+\left.\left|\int_{Q}\right|\left(P_{l, \theta} f\right)(x)\right|^{q} d x-\sum_{i=1}^{2^{l}} \sum_{j=1}^{L_{i}} \int_{a_{i, j}}^{b_{i, j}}\left|\zeta_{i}(x)\right|^{q} d x \mid \\
& \leq \int_{j=1}^{2^{l}} \int_{a_{i, j}}^{b_{i, j}}\left|\zeta_{i}(x)\right|^{q} d x-\sum_{i=1}^{L^{l}} \sum_{j=1}^{L_{i}} T_{\gamma}\left(\left[a_{i, j}, b_{i, j}\right], \sigma_{i}, \delta, N\right) \mid \\
& \leq \\
& \left.\leq \| \chi_{Q \backslash Q_{n, \theta}} f\right)\left.(x)\right|^{q} d x+\left.\sum_{i=1}^{2^{l}} \sum_{j=1}^{L_{i}}\left|\int_{a_{i, j}}^{b_{i, j}}\right| \sigma_{i}(x)\right|^{\gamma} d x-T_{\gamma}\left(\left[a_{i, j}, b_{i, j}\right], \sigma_{i}, \delta, N\right) \mid \\
& \\
& \quad \times\left(\delta\left(\log _{2}(1 / \delta)+\log _{2} \max \left(\left\|\sigma_{L_{q}(Q)}+\delta_{L_{\infty}\left(\left[a_{i, j}, b_{i, j}\right]\right),} \max _{1 \leq i \leq 2^{l}, 1 \leq j \leq L_{i}}\right\| \sigma_{i} \|_{L_{\infty}\left(\left[a_{i, j}, b_{i, j}\right]\right)}^{\gamma}+2\right)+c_{1}(\gamma) 3^{-N}\right)\right. \\
& \leq \\
& \quad c\left(\delta+\delta^{\gamma}+\delta \log _{2}(1 / \delta)+3^{-N}\right) .
\end{aligned}
$$

Using (73) of Lemma 5.2 and (84), the number of arithmetic operations can be bounded from above by

$$
c 2^{l}\left(\log _{2}(1 / \delta)+\max _{1 \leq i \leq 2^{l}} \log _{2} \max \left(\left\|\sigma_{i}\right\|_{L_{\infty}\left(Q_{i}\right)}, 2\right)\right)(N+1)^{2} \leq c n(N+1)^{2} \log _{2}(1 / \delta)
$$

Corollary 5.4. Let $r \in \mathbb{N}, d=1,1 \leq p \leq \infty$, and $1 \leq q<\infty$. Then there are constants $c_{1}, \ldots, c_{4}>0$ and sequences $(\delta(n))_{n \in \mathbb{N}}$ and $(N(n))_{n \in \mathbb{N}}$ such that for all $n \in \mathbb{N}$ and $\omega \in \Omega$ the following hold:

$$
\begin{gather*}
0<\delta(n) \leq 1 / 2, \quad \log (1 / \delta(n)) \leq c_{1} \log (n+1), \quad N(n) \in \mathbb{N}_{0}, \quad N(n) \leq c_{2} \log (n+1),  \tag{86}\\
\sup _{f \in B_{W_{P}^{r}(Q)}}\left|S_{q}(f)-\tilde{A}_{n, \omega, \delta(n), N(n)}^{1}(f)\right| \leq c_{3} n^{-r+\max (1 / p-1 / q, 0)} \tag{87}
\end{gather*}
$$

and for all $f \in B_{W_{p}^{r}(Q)}$ the computation of $\tilde{A}_{n, \omega, \delta(n), N(n)}^{1}(f)$ needs not more than $c_{4} n(\log (n+1))^{3}$ arithmetic operations.

Proof. For $n \in \mathbb{N}$ put

$$
\begin{aligned}
\alpha & =2 q(r-\max (1 / p-1 / q, 0)), \quad \beta=q(r-\max (1 / p-1 / q, 0)), \\
\delta(n) & =\frac{1}{2} n^{-\alpha}, \quad N(n)=\left\lceil\beta \log _{3}(n+1)\right\rceil,
\end{aligned}
$$

thus (86) holds. Let $n \in \mathbb{N}$ and $\omega \in \Omega$. By (6) of Lemma 3.1 and Lemma 5.3 we have

$$
\begin{aligned}
& \left|A_{n, \omega}^{1}(f)-\tilde{A}_{n, \omega, \delta(n), N(n)}^{1}(f)\right| \\
& \quad \leq\left.\left|\int_{Q}\right|\left(P_{l, \theta} f\right)(x)\right|^{q} d x-\left.\sum_{i=1}^{2^{l}} \sum_{j=1}^{L_{i}} T_{\gamma}\left(\left[a_{i, j}, b_{i, j}\right], \sigma_{i}, \delta(n), N(n)\right)\right|^{1 / q} \\
& \quad \leq c\left(\delta(n)+\delta(n)^{\gamma}+\delta(n) \log _{2}(1 / \delta(n))+3^{-N(n)}\right)^{1 / q} \\
& \quad \leq c\left(n^{-\alpha / q}+n^{-\gamma \alpha / q}+n^{-\alpha /(2 q)}+n^{-\beta / q}\right) \\
& \quad \leq c\left(n^{-\alpha /(2 q)}+n^{-\beta / q}\right) \leq c n^{-r+\max (1 / p-1 / q, 0)} .
\end{aligned}
$$

Now Corollary 3.3 implies (87). By Lemma 5.3, the number of arithmetic operations does not exceed

$$
c n(N(n)+1)^{2} \log _{2}(1 / \delta(n)) \leq c n \log (n+1)^{3} .
$$

Corollary 5.5. Let $r \in \mathbb{N}, d=1,1 \leq q<p \leq \infty$, and let $p_{1}$ satisfy (20) and (21). Then there are constants $c_{1}, \ldots, c_{4}>0$ and sequences $(\delta(n))_{n \in \mathbb{N}}$ and $(N(n))_{n \in \mathbb{N}}$ such that for all $n \in \mathbb{N}$ and $\omega \in \Omega$, relation (86) is satisfied,

$$
\begin{equation*}
\sup _{f \in B_{W_{p}^{r}(Q)}}\left(\mathbb{E}\left|S_{q}(f)-\tilde{A}_{n, \omega, \delta(n), N(n)}^{2}(f)\right|^{p_{1}}\right)^{1 / p_{1}} \leq c_{3} n^{-r+\max (1 / p-1 / q,-1 / 2)} \tag{88}
\end{equation*}
$$

and for all $f \in B_{W_{p}^{r}(Q)}$ the computation of $\tilde{A}_{n, \omega, \delta(n), N(n)}^{2}(f)$ needs not more than $c_{4} n(\log (n+1))^{3}$ arithmetic operations.

Proof. Put

$$
\begin{aligned}
\alpha & =2 q(r-\max (1 / p-1 / q,-1 / 2)), \quad \beta=q(r-\max (1 / p-1 / q,-1 / 2)), \\
\delta(n) & =\frac{1}{2} n^{-\alpha}, \quad N(n)=\left\lceil\beta \log _{3}(n+1)\right\rceil,
\end{aligned}
$$

so (86) holds. Using (6) of Lemma 3.1 and Lemma 5.3, we derive

$$
\begin{aligned}
& \left|A_{n, \omega}^{2}(f)-\tilde{A}_{n, \omega, \delta(n), N(n)}^{2}(f)\right| \\
& = \\
& \left.\quad\left|\left|\int_{Q}\right|\left(P_{l, \theta} f\right)(x)\right|^{q} d x+\frac{1}{n} \sum_{i=1}^{n}\left(\left|f\left(\xi_{i}\right)\right|^{q}-\left|\left(P_{l, \theta} f\right)\left(\xi_{i}\right)\right|^{q}\right) \right\rvert\, \\
& \quad-\left|\sum_{i=1}^{2^{l}} \sum_{j=1}^{L_{i}} T_{\gamma}\left(\left[a_{i, j}, b_{i, j}\right], \sigma_{i}, \delta(n), N(n)\right)+\frac{1}{n} \sum_{i=1}^{n}\left(\left|f\left(\xi_{i}\right)\right|^{q}-\left|\left(P_{l, \theta} f\right)\left(\xi_{i}\right)\right|^{q}\right)\right|^{1 / q} \\
& \leq\left.\left|\int_{Q}\right|\left(P_{l, \theta} f\right)(x)\right|^{q} d x-\left.\sum_{i=1}^{2^{l}} \sum_{j=1}^{L_{i}} T_{\gamma}\left(\left[a_{i, j}, b_{i, j}\right], \sigma_{i}, \delta(n), N(n)\right)\right|^{1 / q} \\
& \leq c\left(n^{-\alpha / q}+n^{-\gamma \alpha / q}+n^{-\alpha /(2 q)}+n^{-\beta / q}\right) \\
& \leq c\left(n^{-\alpha /(2 q)}+n^{-\beta / q}\right) \leq c n^{-r+\max (1 / p-1 / q,-1 / 2)} .
\end{aligned}
$$

Together with Proposition 3.4 this yields (88). The arithmetic cost estimate follows from that in Corollary 5.4, since the cost of $\tilde{A}_{n, \omega, \delta(n), N(n)}^{2}$ differ from that of $\tilde{A}_{n, \omega, \delta(n), N(n)}^{1}$ by not more than $c n$, compare (82) and (83).

Let us note that if $\mathbb{K}=\mathbb{R}$ and $q \in 2 \mathbb{N}_{0}+1$, we do not need algorithm $T_{\gamma}$. Since the polynomial $\zeta_{i}(x)$ does not change its sign on $\left(a_{i, j}, b_{i, j}\right),\left|\zeta_{i}(x)\right|^{q}$ is a polynomial, hence, $\int_{a_{i, j}}^{b_{i, j}}\left|\zeta_{i}(x)\right|^{q} d x$ can be computed exactly. We replace

$$
\int_{Q}\left|\left(P_{l, \theta} f\right)(x)\right|^{q} d x=\sum_{i=1}^{2^{d l}} \int_{Q_{i}}\left|\zeta_{i}(x)\right|^{q} d x
$$

by

$$
\sum_{i=1}^{2^{d l}} \sum_{j=1}^{L_{i}} \int_{a_{i, j}}^{b_{i, j}}\left|\zeta_{i}(x)\right|^{q} d x=\int_{Q_{n, \delta}}\left|\left(P_{l, \theta} f\right)(x)\right|^{q} d x=\left\|\chi_{Q_{n, \delta}} P_{l, \theta} f\right\|_{L_{q}(Q)}^{q}
$$

Using similar methods as above one can show that Corollaries 5.4 and 5.5 also hold for these algorithms.

## 6 Extensions, comments, questions

First let us discuss the case that $Q \subset \mathbb{R}^{d}$ is a bounded Lipschitz domain. For the deterministic case Proposition 2.1 holds true, see [12] and [7], thus, by the previously mentioned result of Wasilkowsi [15], Corollary 2.2 follows.

For the randomized setting, let us first note that Theorem 2.3 also holds for bounded Lipschitz domains. The lower bound proof carries over directly, because one can define the respective functions $w_{i}$ simply on any cube contained in $Q$. For the upper bounds one has to replace the operator $P_{l, \theta}$ defined in Section 3 by the respective one from [7], which has the required properties, see Proposition 3.3 there.

Next we consider the task of computing norms of Sobolev spaces $W_{q}^{s}(Q)$ with $s \in \mathbb{N}$ (with $Q$ still a Lipschitz domain). So let $1 \leq s \leq r$ and assume that $W_{p}^{r}(Q)$ is embedded in $W_{q}^{s}(Q)$. This is the case if and only if

$$
\begin{array}{llll}
1 \leq q<\infty & & \text { and } & \frac{r-s}{d} \geq \max \left(\frac{1}{p}-\frac{1}{q}, 0\right) \\
\text { or } &  \tag{89}\\
& q=\infty, & 1<p<\infty, & \text { and } \\
\text { or } & \frac{r-s}{d}>\frac{1}{p} \\
& q=\infty, & p \in\{1, \infty\}, & \text { and } \\
\quad \frac{r-s}{d} \geq \frac{1}{p}
\end{array}
$$

(see [1], Th. 5.4). The solution operator is

$$
S_{q}^{(s)}(f)=\|f\|_{W_{q}^{s}(Q)}=\left\{\begin{array}{lll}
\left(\sum_{|\alpha| \leq r}\left\|D^{\alpha} f\right\|_{L_{q}(Q)}^{q}\right)^{1 / q} & \text { if } & q<\infty \\
\max _{|\alpha| \leq r}\left\|D^{\alpha} f\right\|_{L_{\infty}(Q)} & \text { if } & q=\infty
\end{array}\right.
$$

In the deterministic case we readily obtain from [15], [12], and [7]
Corollary 6.1. Assume that (89) holds. Then

$$
\begin{array}{rll}
e_{n}^{\operatorname{det}}\left(S_{q}^{(s)}, B_{W_{p}^{r}(Q)}\right) & \asymp n^{-(r-s) / d+\max (1 / p-1 / q, 0)} & \text { if }(3) \text { holds } \\
e_{n}^{\operatorname{det}}\left(S_{q}^{(s)}, B_{W_{p}^{r}}(Q) \cap C(Q)\right) & \asymp 1 & \text { if }(3) \text { does not hold. }
\end{array}
$$

In the randomized case our results imply an upper bound. We apply the algorithms $A_{n, \omega}^{\iota}$ $(\iota=1,2)$ from (15) and (19) to partial derivatives of $f$. Hence, we allow that the algorithm can also use values of partial derivatives of order not exceeding $s$, that is,

$$
\Lambda=\left\{\delta_{x}^{\alpha}: x \in Q, \alpha \in \mathbb{N}_{0}^{d},|\alpha| \leq s\right\}
$$

with $\delta_{x}^{\alpha}(f)=\left(D^{\alpha} f\right)(x)$. We define an algorithm $A_{n, \omega}^{\iota, s}$ with $\iota=1$ for $p \leq q$ and $\iota=2$ for $p>q$ as follows

$$
A_{n, \omega}^{\iota, s}(f)=\left(\sum_{|\alpha| \leq s} A_{n, \omega}^{\iota}\left(D^{\alpha} f\right)^{q}\right)^{1 / q}
$$

If $\iota=1$, we set $v=q$. If $\iota=2$, that is, $p>q$, let $p_{1}$ be such that (20) and (21) are fulfilled and
set $v=p_{1}$. By the help of Corollary 3.3 and Proposition 3.4 we obtain for $q<\infty$

$$
\begin{aligned}
& \left(\mathbb{E}\left|S_{q}^{(s)}(f)-A_{n, \omega}^{\iota, s}(f)\right|^{v}\right)^{1 / v} \\
& \quad=\left(\mathbb{E}\left|\left(\sum_{|\alpha| \leq s} S_{q}\left(D^{\alpha} f\right)^{q}\right)^{1 / q}-\left(\sum_{|\alpha| \leq s} A_{n, \omega}^{\iota}\left(D^{\alpha} f\right)^{q}\right)^{1 / q}\right|^{v}\right)^{1 / v} \\
& \leq\left(\mathbb{E}\left(\sum_{|\alpha| \leq s}\left|S_{q}\left(D^{\alpha} f\right)-A_{n, \omega}^{\iota}\left(D^{\alpha} f\right)\right|^{q}\right)^{v / q}\right)^{1 / v} \\
& \quad \leq c\left(\mathbb{E} \sum_{|\alpha| \leq s}\left|S_{q}\left(D^{\alpha} f\right)-A_{n, \omega}^{\iota}\left(D^{\alpha} f\right)\right|^{v}\right)^{1 / v} \\
& \quad \leq c \sum_{|\alpha| \leq s}\left(\mathbb{E}\left|S_{q}\left(D^{\alpha} f\right)-A_{n, \omega}^{\iota}\left(D^{\alpha} f\right)\right|^{v}\right)^{1 / v} \leq c n^{-(r-s) / d+\max (1 / p-1 / q,-1 / 2)} .
\end{aligned}
$$

With the respective modifications this also gives the case $\iota=1, q=\infty$. Thus, we obtained an upper bound on the randomized minimal error. Matching upper and lower bounds remain an open problem though.

Corollary 6.2. Assume that (89) holds. Then

$$
e_{n}^{\mathrm{ran}}\left(S_{q}^{(s)}, B_{\mathcal{W}_{p}^{r}(Q)}\right) \preceq n^{-(r-s) / d+\max (1 / p-1 / q,-1 / 2)} .
$$

Now let us discuss the case $r=0$ a little further. Let $1 \leq q<p \leq \infty$. and let $(Q, \mathcal{Q}, \varrho)$ be an arbitrary probability space. Here for $f \in L_{p}(Q, \mathcal{Q}, \varrho)$ we set

$$
\begin{aligned}
S_{q}(f) & =\|f\|_{L_{q}(Q, \mathcal{Q}, \varrho)} \\
A_{n, \omega}^{3}(f) & =\left(\frac{1}{n} \sum_{i=1}^{n}\left|f\left(\xi_{i}(\omega)\right)\right|^{q}\right)^{1 / q}
\end{aligned}
$$

where $\xi_{i}$ are independent $Q$-valued random variables on a probability space $(\Omega, \Sigma, \mathbb{P})$ with distribution $\varrho$. Of course, this is the same as considering $f$ as a random variable over $(Q, \mathcal{Q}, \varrho)$ and approximating $S_{q}(f)=\left(\mathbb{E}|f|^{q}\right)^{1 / q}$ by $\left(\frac{1}{n} \sum_{i=1}^{n}\left|f_{i}\right|^{q}\right)^{1 / q}$, where $f_{i}$ are independent realizations of $f$. Then Corollary 3.5 holds true in this general situation. Indeed, interpreting $I f$ as

$$
I f=\int_{Q} f(x) d \varrho(x)
$$

the proof of Corollary 3.5 (in other words, the proof of Proposition 3.4, with $P_{l, \theta}$ replaced by the zero operator) remains valid. As a consequence, we have
Proposition 6.3. Assume that $p \geq q$. Then there is a constant $c_{1}>0$ such that

$$
\begin{equation*}
e_{n}^{\mathrm{ran}}\left(S_{q}, B_{\mathcal{L}_{p}(Q, \mathcal{Q}, \varrho)}\right) \leq c_{1} n^{\max (1 / p-1 / q,-1 / 2)} \quad(n \in \mathbb{N}) \tag{90}
\end{equation*}
$$

Moreover, if there is a constant $c_{2}>0$ such that for each $n \in \mathbb{N}$ there are disjoint $\left(Q_{n, i}\right)_{i=1}^{n} \subset \mathcal{Q}$ with $\min _{i} \varrho\left(Q_{n, i}\right) \geq c_{2} / n$, then there is a constant $c_{3}>0$ with

$$
\begin{equation*}
e_{n}^{\mathrm{ran}}\left(S_{q}, B_{\mathcal{L}_{p}(Q, \mathcal{Q}, \Omega)}\right) \geq c_{3} n^{\max (1 / p-1 / q,-1 / 2)} \quad(n \in \mathbb{N}) \tag{91}
\end{equation*}
$$

Proof. The generalization of Corollary 3.5 discussed above yields (90) for $p>q$, while for $p=q$ this relation is obvious. With $r=0$ the lower bound proof of Theorem 2.3 in Section 4 goes through under the assumptions of Proposition 6.3, provided we replace $Q_{i}$ by $Q_{\bar{n}, i}$ and set $w_{i}=\frac{1}{2} \chi_{Q_{\bar{n}, i}}$. This gives (91).

Conclusion. Summarizing, we can say that the information complexity of norm computation is well understood in the deterministic setting, due to Wasilkowski's result [15] on the equivalence to approximation (not only for standard information, but also for arbitrary linear information) and numerous results on approximation. In the present paper the randomized information complexity for standard information is settled for some classical norms and function spaces. In particular, these results show that such an equivalence to approximation does not hold in the randomized setting. Important classical cases remain open (see, e.g., Corollary 6.2). The randomized setting for linear information was not touched at all. Finally, the arithmetic complexity of norm computation is far from being clear both in the deterministic and randomized setting, even in many of those cases of classical function spaces, where the information complexity is known. See also [16], p. 273, for a related open problem.

## 7 Appendix: General algorithms and minimal errors

In this section we recall the needed notions from information-based complexity theory [10, 14], following $[4,5]$ and put in a form convenient for this paper. Let $\mathscr{P}=(F, G, S, K, \Lambda)$ be an abstract numerical problem as described in Section 2. We introduce the classes of deterministic and randomized algorithms. Let $\mathcal{F}(\Lambda, K)$ denote the set of all functions from $\Lambda$ to $K$. In the sequel it will be convenient to consider $f \in F$ also as a function on $\Lambda$ with values in $K$ by setting $f(\lambda):=\lambda(f)$.

A deterministic algorithm for $\mathscr{P}$ is a tuple $A=\left(\left(L_{i}\right)_{i=1}^{\infty},\left(\tau_{i}\right)_{i=0}^{\infty},\left(\varphi_{i}\right)_{i=0}^{\infty}\right)$ such that $L_{1} \in \Lambda$, $\tau_{0} \in\{0,1\}, \varphi_{0} \in G$ and for $i \in \mathbb{N}$

$$
L_{i+1}: K^{i} \rightarrow \Lambda, \quad \tau_{i}: K^{i} \rightarrow\{0,1\}, \quad \varphi_{i}: K^{i} \rightarrow G
$$

are arbitrary mappings. Given $f \in \mathcal{F}(\Lambda, K)$, we associate with it a sequence $\left(\lambda_{i}\right)_{i=1}^{\infty}$ with $\lambda_{i} \in \Lambda$, defined as follows:

$$
\begin{equation*}
\lambda_{1}=L_{1}, \quad \lambda_{i}=L_{i}\left(\lambda_{1}(f), \ldots, \lambda_{i-1}(f)\right) \quad(i \geq 2) \tag{92}
\end{equation*}
$$

Define $\operatorname{card}(A, f)$, the cardinality of $A$ at input $f$, to be 0 if $\tau_{0}=1$. If $\tau_{0}=0$, let $\operatorname{card}(A, f)$ be the first integer $n \geq 1$ with

$$
\begin{equation*}
\tau_{n}\left(\lambda_{1}(f), \ldots, \lambda_{n}(f)\right)=1 \tag{93}
\end{equation*}
$$

if there is such an $n$. If $\tau_{0}=0$ and no such $n \in \mathbb{N}$ exists, put $\operatorname{card}(A, f)=+\infty$. Observe that we have the following alternative: Either

$$
\begin{equation*}
\operatorname{card}(A, f)=0 \quad \text { for all } \quad f \in \mathcal{F}(\Lambda, K) \tag{94}
\end{equation*}
$$

or

$$
\begin{equation*}
\operatorname{card}(A, f) \geq 1 \quad \text { for all } \quad f \in \mathcal{F}(\Lambda, K) \tag{95}
\end{equation*}
$$

For $f \in \mathcal{F}(\Lambda, K)$ we define the output $A(f)$ of algorithm $A$ at input $f$ as

$$
A(f)= \begin{cases}\varphi_{0} & \text { if } \quad \operatorname{card}(A, f)=0 \quad \text { or } \quad \operatorname{card}(A, f)=\infty \\ \varphi_{n}\left(\lambda_{1}(f), \ldots, \lambda_{n}(f)\right) & \text { if } 1 \leq \operatorname{card}(A, f)=n<\infty\end{cases}
$$

Define $k^{*}=K$ and $K^{0}=\left\{k^{*}\right\}$. (This is a technical definition which guarantees that $K^{0}$ is a one-element set whose element does not belong to any $K^{i}$ for $i \geq 1$.) Let $K^{\infty}=\cup_{i=0}^{\infty} K^{i}$ and define a mapping, the information operator, $N: \mathcal{F}(\Lambda) \rightarrow K^{\infty}$ as

$$
N(f)= \begin{cases}k^{*} \in K^{0} & \text { if } \operatorname{card}(A, f)=0 \quad \text { or } \quad \operatorname{card}(A, f)=\infty  \tag{96}\\ \left(\lambda_{1}(f), \ldots, \lambda_{n}(f)\right) \in K^{n} & \text { if } 1 \leq \operatorname{card}(A, f)=n<\infty\end{cases}
$$

Furthermore, define a mapping $\varphi: K^{\infty} \rightarrow G$ by setting for $a \in K^{\infty}$

$$
\varphi(a)=\left\{\begin{array}{lll}
\varphi_{0} & \text { if } \quad a=k^{*} \\
\varphi_{n}\left(a_{1}, \ldots, a_{n}\right) & \text { if } \quad a=\left(a_{1}, \ldots, a_{n}\right) \in K^{n}, n \in \mathbb{N} .
\end{array}\right.
$$

This gives a convenient representation $A=\varphi \circ N$, that is,

$$
\begin{equation*}
A(f)=\varphi(N(f)) \quad(f \in \mathcal{F}(\Lambda, K)) . \tag{97}
\end{equation*}
$$

Now let $F \subseteq \mathcal{F}(\Lambda, K)$ be a nonempty subset. We define

$$
\operatorname{card}(A, F)=\sup _{f \in F} \operatorname{card}(A, f)
$$

Furthermore, given a mapping $S: F \rightarrow G$, the error of $A$ in approximating $S$ on $F$ is defined as

$$
e(S, A, F, G)=\sup _{f \in F}\|S(f)-A(f)\|_{G}
$$

(both quantities can assume the value $+\infty$ ). Given $n \in \mathbb{N}_{0}$, we define $\mathcal{A}_{n}^{\text {det }}(F, G)$ as the set of those deterministic algorithms $A$ for $\mathscr{P}$ which satisfy

$$
\operatorname{card}(A, F) \leq n
$$

The deterministic $n$-th minimal error of $S$ is defined for $n \in \mathbb{N}_{0}$ as

$$
e_{n}^{\mathrm{det}}(S, F, G)=\inf _{A \in \mathcal{A}_{n}^{\text {det }}(F, G)} e(S, A, F, G)
$$

It follows that no deterministic algorithm that uses at most $n$ function values can have a smaller error than $e_{n}^{\text {det }}(S, F, G)$.

A randomized algorithm for $\mathscr{P}$ is a tuple

$$
A=\left((\Omega, \Sigma, \mathbb{P}),\left(A_{\omega}\right)_{\omega \in \Omega}\right)
$$

where $(\Omega, \Sigma, \mathbb{P})$ is a probability space and $A_{\omega}$ is a deterministic algorithm for $\mathscr{P}$ for each $\omega \in \Omega$. Given $n \in \mathbb{N}_{0}$ and $F \subseteq \mathcal{F}(\Lambda, K)$, we define $\mathcal{A}_{n}^{\text {ran }}(F, G)$ as the set of those randomized algorithms $A$ for $\mathscr{P}$ which possess the following properties: for each $f \in F$ the mapping

$$
\omega \in \Omega \rightarrow \operatorname{card}\left(A_{\omega}, f\right)
$$

is $\Sigma$-measurable and satisfies

$$
\mathbb{E} \operatorname{card}\left(A_{\omega}, f\right) \leq n
$$

Moreover, the mapping

$$
\omega \in \Omega \rightarrow A_{\omega}(f) \in G
$$

is $\Sigma$-to-Borel measurable and essentially separably valued. Given a mapping $S: F \rightarrow G$, the error of $A \in \mathcal{A}_{n}^{\text {ran }}(F, G)$ as an approximation of $S$ on $F$ is defined as

$$
\begin{equation*}
e(S, A, F, G)=\sup _{f \in F} \mathbb{E}\left\|S(f)-A_{\omega}(f)\right\|_{G} \tag{98}
\end{equation*}
$$

The randomized $n$-th minimal error of $S$ is defined for $n \in \mathbb{N}_{0}$ as

$$
e_{n}^{\mathrm{ran}}(S, F, G)=\inf _{A \in \mathcal{A}_{n}^{\operatorname{ran}}(F, G)} e(S, A, F, G)
$$

Consequently, no randomized algorithm that uses (on the average) at most $n$ information functionals has an error smaller than $e_{n}^{\mathrm{ran}}(S, F, G)$. Note that the definition (98) involves the first moment. This way lower bounds have the strongest form, because respective bounds for higher moments follow by Hölder's inequality.

Given $\varepsilon>0$, the information complexity of $S$ is defined by

$$
\begin{equation*}
n_{\varepsilon}^{\mathrm{set}}(S, F, G)=\min \left\{n \in \mathbb{N}_{0}: e_{n}^{\mathrm{set}}(S, F, G) \leq \varepsilon\right\} \quad(\text { set } \in\{\operatorname{det}, \operatorname{ran}\}) \tag{99}
\end{equation*}
$$

if there is such an $n$, and

$$
\begin{equation*}
n_{\varepsilon}^{\text {set }}(S, F, G)=+\infty, \tag{100}
\end{equation*}
$$

if there is no such $n$. Thus, $n_{\varepsilon}^{\text {set }}(S, F, G)$ is essentially the inverse function of the minimal error, and it follows that any deterministic, respectively randomized algorithm with error $\leq \varepsilon$ needs at least $n_{\varepsilon}^{\mathrm{det}}(S, F, G)$, respectively $n_{\varepsilon}^{\mathrm{ran}}(S, F, G)$ samples.

Now let $\nu$ be a probability measure on $\mathcal{F}(\Lambda, K)$ whose support, denoted by $\operatorname{supp} \nu$, is a finite set. For a deterministic algorithm $A$ put

$$
\begin{aligned}
\operatorname{card}(A, \nu) & =\int_{\mathcal{F}(\Lambda, K)} \operatorname{card}(A, f) d \nu(f) \\
e(S, A, \nu, G) & =\int_{\mathcal{F}(\Lambda, K)}\|S(f)-A(f)\|_{G} d \nu(f)
\end{aligned}
$$

and let $A \in \mathcal{A}_{n}^{\text {avg }}(\nu, G)$ be the set of all deterministic algorithms $A$ with $\operatorname{card}(A, \nu) \leq n$, where $n \in \mathbb{N}_{0}$. Define the average $n$-th minimal error as

$$
e_{n}^{\operatorname{avg}}(S, \nu, G)=\inf _{A \in \mathcal{A}_{n}^{\operatorname{avg}}(\nu, G)} e(S, A, \nu, G)
$$

If $\operatorname{supp} \nu \subseteq F$, then

$$
\begin{equation*}
e_{n}^{\mathrm{ran}}(S, F, G) \geq \frac{1}{2} e_{2 n}^{\mathrm{avg}}(S, \nu, G) \tag{101}
\end{equation*}
$$

This is the well-known relation between randomized and average case setting, going back to Bakhvalov, see [10, 13].
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