On the power of restricted Monte Carlo algorithms

Stefan Heinrich
Department of Computer Science
University of Kaiserslautern
D-67653 Kaiserslautern, Germany

March 10, 2019

Abstract

We introduce a general notion of restricted Monte Carlo algorithms that generalizes
previous notions in two ways: it includes full adaptivity and general (i.e. not only bit) re-
strictions. We show that for each such restricted setting there is a computational problem
that can be solved in the general randomized setting but not under the restriction.

1 Introduction

Restricted Monte Carlo algorithms were considered in [11, 12, 16, 9, 13, 2, 17, 3, 4] (in the present
paper the terms 'randomized’ and 'Monte Carlo’ will be used synonymously). Restriction
usually means that the algorithm has access only to random bits or to random variables with
finite range. In a number of numerical problems the admission of randomized algorithms brings
considerable gains in terms of the convergence rate, e.g., in high dimensional integration, see
3, 5, 6, 12, 15] for this and other problems. So it is certainly of theoretical interest to understand
how much randomness is really needed. Looking at algorithms that use random bits is an
obvious way to quantify randomness.

Most of the papers on restricted randomized algorithms consider the non-adaptive case.
Only [4] includes adaptivity, but considers a class of algorithms where each information call is
tied to one random bit call. Since for a number of important problems essentially fewer random
elements are needed than function values [9, 13, 2, 17|, a general notion of adaptive restricted
randomized algorithms is of interest.

Here we give such a general definition, which extends the previous notions in two ways:
Firstly, we include full adaptivity, that is, the question whether to call a function value or
a random element is decided solely on the basis of the outcome of the computation carried
out so far. Secondly, we do not restrict the consideration to random bits, but include models
in which the algorithms have access to an arbitrary, but fixed set of random variables, for
example, uniform distributions on [0, 1]. This general definition was inspired by the approach
to stochastic problems from [7, §J.

A first (simple, but technically somewhat involved) step to fit this notion into the existing
IBC framework is to represent each restricted randomized algorithm as a general randomized
algorithm of suitable cardinality. Secondly, and this is the main topic of the present paper, we
study the question of the power of restricted as compared to general randomized algorithms.
It became clear from the previous work that there are problems which can be solved by general



Monte Carlo but not by Monte Carlo algorithms that use only random bits or random variables
with finite range (see [16], Th. 3.1, or example 14 in [4], the latter credited to E. Novak).

The question arises whether there are such problems for randomized algorithms with access
to uniform distributions on [0, 1], or with access to an even more general, but still restricted set
of random variables. We settle this question by showing that for each restriction model there is
a problem which cannot be solved in this restricted model, but can be solved (in one step) by
a general randomized algorithm. Our examples are based on cardinal number considerations
and on probability measures on suitably large sets. This can be viewed as a generalization of
the above-mentioned examples.

Let us finally mention that recently a very practical aspect came up, which motivates the
consideration of restricted Monte Carlo algorithms. The usual sequences of 'random numbers’
on a computer are generated in a deterministic way, using number theoretic methods, thus
they are not random at all, just have appropriate statistical properties. With the appearance
of quantum random generators the use of truly random bits became realistic, see, e.g., [14]
and references therein. Of course, now the minimal number of random bits is also of practical
interest.

2 Restricted randomized algorithms in a general setting

We work in the framework of information-based complexity theory (IBC) [12, 15]. First we
recall the notions of deterministic and randomized algorithms in the IBC approach from [5, 6],
see also [7, 8]. An abstract numerical problem & is given as

P = (F,G, 8, K,A). (1)

Here F' is a non-empty set, G a Banach space and S is a mapping ' — (. The operator S is
called the solution operator, it sends the input f € F' of our problem to the exact solution S(f).
Moreover, A is a nonempty set of mappings from F' to K, the set of information functionals,
where K is any nonempty set - the set of values of information functionals.

For illustration, let us consider an example (which will be used later on). Let (Q,.%, 1) be
a probability space and let % (Q, .#, i) denote the set of all .#-to-Borel measurable, p-square
integrable functions f : @) — R. We set

F'=Bgzm =1f € 4Q, 7,1) : Iflagry <1}, G=R, (2)
S=lou:F =R, Igu(f)= /Q f@)du(z) (f € F), 3)
K=R, A={6:2€Q} &(f):=f) (feh) (1)

Thus, we want to compute (approximately) the integral of functions from the unit ball of
25(Q,.Z, ). The set of available information functionals consists of function evaluations at
arbitrary points of Q).

The basic IBC approach to a general notion of an algorithm is the following. The algorithm
starts with evaluating an information functional L; € A at input f € F, that is Li(f) € K.
Next a termination function 7i(L;(f)) is evaluated. If its value is 1, we stop the process of
gathering information. If the value is 0, we go on and choose, depending on L;(f), another
functional Ly € A, and Lo(f) is evaluated. The termination function 7o(Ly(f), Lo(f)) decides if
to stop or to continue. In the latter case, the choice of the next functional L3 € A may depend



on Li(f) and Ls(f), and so on. The procedure goes on until 7,,(Li(f), ..., L,(f)) = 1 for some
n, thus n values L;(f) (j = 1,...,n) are obtained, the 'information’ about f. On the basis of
this information a final mapping ¢, : K" — G is applied, representing the computations on
the information leading to the approximation A(f) to S(f) in G.

This is formalized as follows (including also the case of choosing no information functionals at
all, which we omitted in the above informal description). An (adaptive) deterministic algorithm
for &2 is a tuple A = ((L;)52, (7:)5%, (¥i)52,) such that Ly € A, 79 € {0,1}, ¢y € G, and for
te€N

Ligi: K'— A, 7:K'—={0,1}, ¢;:K' =G (5)

are arbitrary mappings, where K* denotes the i-th Cartesian power of K. Given an input
f € F, we define (\;)2; with \; € A as follows:

M=Ly, N=LM\(), .., h1(f) (E>2). (6)

Define card(A4, f), the cardinality of A at input f, to be 0 if 75 = 1. If 79 = 0, let card(A, f)
be the first integer n > 1 with 7,,(A1(f), ..., Au(f)) = 1 if there is such an n. If 7, = 0 and no
such n € N exists, put card(A, f) = +oo. We define the output A(f) of algorithm A at input
f as

0 if card(A, , 00
A<f):{s0 (A, f) € {0,00} @

eaal(f), () i 1< card(4, f) =n < .
The cardinality of A is defined as

card(A, F') = sup card(A4, f).

fer

Given n € Ny, we define @73°(2) as the set of deterministic algorithms A for £ with card(A) <
n, the error of A in approximating S as

6(S>Av F> G) = ?1611[3 HS(f) - A(f)HG>

and for n € Ny the deterministic n-th minimal error of S as

det(§ F.G) = inf S, A, F,QG). 8
e (5, F,G) Ae%get(%eh F,G) (8)

In the case of the example (2)—(4) above a deterministic algorithm calls function values
M(f) = f(z1), ..., \(f) = f(x,), where the sample points z; € @) can be chosen adaptively,
depending on the so far computed information, and also the termination number n may be
adaptive in this sense. The cardinality card(A, f) is the total number of function values n
called at input f. Finally, the mapping ¢, is applied to produce the output of the algorithm,
the approximation ¢, (f(z1),..., f(x,)) to the integral Ip ,(f).

An (unrestricted) randomized algorithm for &2 is a tuple A = ((Q, X, P), (Au)weq), where
(Q, %, P) is a probability space and for each w € Q, A, is a deterministic algorithm for .
Let n € Ny. Then &7*" (<) stands for the class of randomized algorithms A for & with the
following properties: For each f € F' the mapping (w) — card(A,, f) is L-measurable,

Ecard(A,, f) <n,



and the mapping w — A, (f) is X-to-Borel measurable and P-almost surely separably valued,
i.e., there is a separable subspace G of G such that P{w : A,(f) € Gy} = 1. We define the
cardinality of A € &/'*"(Z) as

card(A, F) = sup E card(Ay, f),

fer
the error as
e(S, Av F? G) = ?ug]E ||S(f) - Aw(f)HGu
(S

and the randomized n-th minimal error of S as

e (S, F,G) = | ;nf(y)e(S,A, F.G).
e ﬁan

Considering trivial one-point probability spaces 2 = {w} immediately yields
e (S F,G) < (S, F, Q). 9)

A classical example of an unrestricted randomized algorithm is the standard Monte Carlo
method for integration (2)—(4) with n € N samples. Here we take a sufficiently large probability
space, e.g.,

(Qv 2, IP)) = (Q, Z, M)na
a sequence (&)™ of independent, uniformly distributed on ) random variables over (2, ¥, P),
and put A, = ((,%2,P), (Anw)wea), where

Al = 5 D FE6), (10

To view this algorithm in the formal context of (5), fix n € N and w € Q. Then we have
Anw = (L)1, (1) 20, (0i)i2) with

L = 6w (=1,...n) (11)
=0 (0<i<n), 7,=1 (12)
1 n
Son(ala'-wan) - Ezzlaz (aiER)7 (13>

while all other algorithm components can be chosen arbitrarily — they do not contribute to the
output A4, ,(f). It is well-known (see, e.g., [12], 2.1.3) that

€<IQ,,ua Ana BXQ(Q,EZ,#)» R) = sup E|IQ,u(f) - An,w(f)| S n_1/2- (14)

T€B2y(Q,7 1)

Now we introduce the new notion of a restricted randomized algorithm for &2. A probability
space with access restriction is a tuple

Z=((Q,%,P),K' N, (15)

where (€2, 3, P) is a probability space, K’ a non-empty set, and A’ a non-empty set of mappings
from Q to K'. With & = (F,G, S, K, ) as above we set

K =KUK', A=AUN,



where U denotes the disjoint union. For A € A we define

Af) if AeA
A(f’“):{ Aw) if AeA.

An Z-restricted randomized algorithm for problem &7 is a tuple A = ((L:)32y, (7:)720, (0:)20)
such that Ly € A, 79 € {0,1}, po € G, and for i € N

Li+1iki—>[\, Tilki%{o,l}, QDIKZ—)G (16)
are any mappings. Given f € I and w € Q, we define ()\;)22, with \; € A as follows:
A1 = Ly, Ai :Li(/\l(faw)a-"7/\i—1(f7w)) (122) (17)

Define cardz(A, f,w), cardy(A, f,w), and cardy (A, f,w) all to be 0 if 79 = 1. If 7y = 0, let
cardj (A, f,w) be the first integer n > 1 with 7,,(A(f,w),..., \u(f,w)) = 1 if there is such an
n. If 7o = 0 and no such n € N exists, put card; (A4, f,w) = +oo. Let

cardy(A, f,w) = |[{k < cardg(A, f,w) : A € A}
cardy (4, f,w) = |{k <cardi(A, f,w): \p € A'}H.

Clearly, cardz(A, f,w) = cardy(A, f,w) + cardy (A, f,w). We define the output A(f,w) of
algorithm A at input (f,w) as

{ ©o if cardz(A, f,w) € {0,000}

A(f,w) = (18)

On( A (fiw), .., A(fyw)) if 1 <cardj(A, f,w) =n < oo.

Thus, a restricted randomized algorithm depends on randommess of (2, %, P), but in a
special way. Namely, w € Q can only be accessed through the functionals A(w) for A € A’
Intuitively, it seems to be clear that a restricted randomized algorithm is a special case of a
randomized algorithm. Formally, though, this has to be checked on the basis of the respective
definitions. Corollary 2.2 states that this is indeed the case.

Also note the similarities of the definition of a restricted randomized algorithm with the
notion of a deterministic algorithm for a stochastic problem from [7, §].

Given n, k € Ny, we define %ﬁf(@,%} as the set of those Z-restricted randomized algo-
rithms for problem & with the following properties: For each f € F' the mappings

w — cardi (A4, f,w), w — cardp(A, f,w), w — carda (A, f,w)

are Y-measurable,
Ecardy(A, f,w) <n, Ecardy (A, f,w) <k,

and the mapping
w— A(f,w) €G

is ¥-to-Borel measurable and P-almost surely separably valued. The error of A € @#,;3(Z, %)
is defined as

€(S,A,F, G) = SupEHS(f) —A(f,W)HG

fer

The (n, k)-th minimal Z-restricted randomized error of S is defined as

(S, F = inf A F,G). 1
en,k(sv 7G> Aezzfjﬁ%(ﬁ,@)e<s’ ) aG) (9)



For example, bit Monte Carlo algorithms fit the above definition with K" = {0,1}, A’ = {&; :
1 <i < oo}, with (&) being independent random variables on (2, X,P) with P({{; = 0}) =
P({¢&, = 1}) = 1/2. The restricted Monte Carlo algorithms considered by Novak in [11, 12]
correspond to arbitrary K’ and A’ consisting of random variables on (€2, ¥, P) with finite range
and rational distribution probabilities. Of particular interest, because most frequently used, is
the case where K’ = [0,1] and A’ = {n; : 1 < i < oo}, with (7;) being independent uniformly
distributed on [0, 1] random variables over (€2, 3, P).

Concerning example (2)-(4), one might ask if the same rate as in (14) could be obtained
by the help of a finite number of uniformly distributed on [0, 1] random variables (and maybe
suitable transformations). If @ is too large, this may not be the case. In fact, it can happen
that no rate whatsoever is possible. This statement is a special case of Theorem 3.1 below.

To a given Z-restricted randomized algorithm A for &2 and w € ) we can associate a
deterministic algorithm A, for &2. The following proposition is related to Lemma 3 in [7], with
a refined statement about the cardinality of the resulting algorithm A,,.

Proposition 2.1. Let A be an Z-restricted randomized algorithm for &2. Then for each w € )
there is a deterministic algorithm A, for & such that for all f € F

card(A,, f) = cardy(A4, f,w) (20)
A,(f) = A(f,w). (21)

Proof. Let vy € A be any element, let A = ((L;)2,, (1:)2, (9:)2,), and fix w € Q. Our goal is
to define a suitable algorithm A, = ((Li )52, (Tiw)i2os (Piw)io)-

We start with the following construction. Given an arbitrary sequence (y;)°, € K", we
define two sequences ()\;)2, € AN and (2;)2, € KV inductively as follows. Let

)\1 - L1 (22)
Cfw i ameA
a = { M) i A€ A (23)
Now let ¢ > 1, assume that (\;);<; and (2;);<; have been defined, let
=i <i: A e}, (24)
and set
Aigr = Li+l(21> cey Zz) (25)
o Y1 if A €A
Gt = { Mor(w) i Ap € A, (26)

o0

Observe that, roughly speaking, (\;)$2; is something like the sequence (17), just with ’input’
(y1)72, instead of f. It is convenient for us to set Ao = 1. Let ko = 0 and define for [ € N

k= mln{z eEN:i>k_1,\ € A}, (27)
with the understanding that min () = co. This defines the function

U KN — AN x KM x (Ng U {oo})™, \I’((yl)?;) = ((/\z‘)fih (2i)i21, (kl)?io)'



We note that for each I € Ny the following holds. Let (7;)32, € K™ be such that (y;);<i = (7)<
and let

\I’(@l)?il) = ((5‘Z>;§17 (gi);ﬁl’ (%l)ﬁo)-
Then . .
M)k = Niighiars (Zi)ickn = (F)jckipns (Rp)pirr = (Kp)p<isa- (28)
Next we define ((Liw)21, (T1w)20s (P1.w)i2o) for finite strings (v1,...,y) of the given se-
quence (y;)72,. Let I € Ny and set

A if k<o
Ll+1,w(yl> LR 7yl) = { V§l+1 lf k;ii = 00 (29>
(0 if ki <oco and Ti(z1,...,2) =0
for all ¢+ with k; <1 < ki1
Tiw(Y1s - 0) = 1 if kg1 <oo and 7i(2,...,2;) =1 (30)
for some ¢ with k; <1 < ki
L 1 if kl+1 =0
( ok (21, .oy 28,) i ki <oo and  Ti(z1,...,2) =0
for all « with k; <17 < ki
B 0i(z1,...,2) if i 1is the smallest idex with k <i < ki
Spl’w(yl’”.’yl) o and 7'7;(21,...,2’2') =1 <31>
©o if kg =o00 and Ti(z1,...,%)=0
for all 7 with k; <17 < o0.

\

Since we defined these functions of finite strings by the help of an infinite string, correctness has
to be checked in the sense that for each [ € N and each sequence (g]j);?‘;l C K with y; = g; for
all j <1 the respective values of Lji10(Y1,s .-, Y1), Tiw(Yrs---,u), and ¢, (y1, ..., y) coincide.
But this follows readily from (28). This completes the definition of algorithm A,,.

Now we show (20) and (21). Let f € F and define according to (17)
A= Ly, A= LA (fw), - A (fw) (02 2). (32)

Furthermore, put £; = 0 and set for [ € N

ki = min{i e N: i >k |, \] € A} (33)
B A (f) if kf <oo

T e
Define according to (22)—(27)

\I]((yl)?il) = (()‘1')?217 (2i)21, (kl)?io)
We claim that

(M), ()21, (R)iZo) = ((AD21, (A (L w))21, (R)iZ0)- (35)

To prove the claim, we show by induction that for all i € N

A=Az = A(fw) (<), (36)

ky=Fk, forall p<|[{j<i: )\ €A} (37)



For i = 1 we have ky = k and by (22) and (32),
A =Ly =A%
If \y € A, then by (27) and (33), ky = 1=k}, [{j <1: \; € A} =1, and by (23) and (34)
2=y =A(f) =M(f,w).
If \y € A, then [{j <1: )\; € A}| =0 and
2= W) = A(w) = Ai(f,w).

This shows (36) and (37) for i = 1.
Now let ¢ > 1 and assume (36) and (37) hold for i. From (25) and (32) we obtain

>\i+1 = Li+1(31> cee Zz) = Lz’+1()\>1k(f7w)7 < A:(ﬁ“’)) - )‘?+1-

Define | = |{j <i: A; € A}|. Then k; = kf and ki > i+ 1. If A1y € A, we have by (27) and
(33), ki =i+ 1=k, {7 <i+1: X €A} =1+1, and by (26),

Zit+1 = Yi+1 = )\Zf+1(f) = )\f+1(f) = )‘;'k+1(fa W)-
If \iyg e A then [{j <i+1: A €A} =1and
Ziy1 = )\z‘+1(w) = /\:+1(W) = Af+1(fa W)~

This completes the induction step, showing (36) and (37) for all ¢, which, in turn, implies (35).
Next we observe that for [ € Ny

(Lo, - u) (f) = Y1 (38)
Indeed, if k41 < oo, then by (29) and (34)

(Ll+1,w(y1; cee 7yl))<f> = )\kl+1 (f) = Yi+1-

Similarly, if k1 = 0o, we get

(Liv1w(y, - u)) (f) = vo(f) =y

To complete the proof of the proposition, we consider three cases. First we assume that
cardi (A, f,w) = co. This means

Ti(z1,...,2) =0 (1 €Np), A(f,w)= o
Assume furthermore k; < oo for all [ € N, thus cardy (A4, f,w) = oco. It follows from (30) and
(31) that
TiwWi, - m) =0 (1€Ny), ©ou = o,
hence card(A,, f) = oo and
Au(f) = vow = o = A(f,w).

Next assume that there is an I; € Ny such that k;, < oo and kj, 11 = oo, hence cardy (A, f,w) =
l1, so (30) and (31) give

W@, u) =0 (I<h), ToeW,--uw)=1 vno,. - 9) = o,



thus card(A, f) = [; and
Au(f) = tnwy - un) = o = A(f,w).
Finally, we assume cardz (A, f,w) = n < oo. This means
Ti(21,...,2) =0 (i €Np,i<n), 7o(z1,...,20) =1, A(f,w)=pn(z1,...,2n).
There is a unique l; € Ny such that k;, <n < ki, 11, thus cardy (A, f,w) = ;. By (30) and (31)
Twis ) =0 (<h), 7o) =1 onw - un) = a2, 20),
consequently, card(A,, f) = [; and

Aw(f) = Qpll,UJ(ylv cee 7yl1) = (,071(21, cee 7Zn) = A<f7w)

This proves (20) and (21).
[l

Corollary 2.2. For each %-restricted randomized algorithm A for & there exists a randomized
algorithm A = (Ay)weq for & such that (20) and (21) hold. Moreover, if k,n € Ny and
A€ Gy (P, R), then A € (). Hence

en (S, F,G) < e (S, F,G). (39)

Proof. This is a direct consequence of Proposition 2.1. If A € &3 (%, %), then the required
measurability properties of A follow from those of A and (20)—(21). Furthermore,

card(A) = sup E card(A,, f) = supEcard, (A, f,w) < n.

fer feF
O
3 The power of restricted randomized algorithms
In this section we show the following
Theorem 3.1. For each probability space with access restriction
2= (0,2, P),K' N, (40)
see (15), there is a problem & = (F,G,S, K,\) such that
e (S, F,G) =0, (41)
while
enn(S,F,G) =1 forall n,k¢&Np. (42)

For Monte Carlo algorithms that use only random bits or random variables with finite range
this result is due to Traub and WoZniakowski [16], Th. 3.1, and Novak, see [3], Example 14.
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Proof. Let |Q| be the cardinality of 2, let ® = max (||, |N|) and let X; be any cardinal number
N; > XN. By Cantor’s theorem, one could take, e.g., 8; = 2% see [10], Th. 6. We construct a
probability space (Q,.Z, i) as follows. (For the case X = |N| of this construction, see, e.g., [1],
p. 29-30, exercise 2.12 (d).) Let @ be any set with |Q| = N;. Define

Fo={BCQ:|B[<R}, FH={BCQ:[Q\B[<R}, F=FU7,

and put for B € %

0 if Be.Z
M(B):{ ’

1 if Be .7

Since the union of countably many sets B; C @ with |B;| < N satisfies | Ujeny B;| < R ([10],
section 6, relations 6.1 and 6.4), it follows that .# is a o-algebra and p is a (countably additive)
probability measure on (Q,.%). The structure of the space % (Q,.#, i) is simple: Let f: Q —
R be .#-to-Borel measurable, thus

Q(f,a) ={re@Q: fx)<a}eF (aecR).

Observe that since

e a=0, Jefa =20,

acQ a€Q
with Q the set of rationals, it follows that

a; =inf{a €R: Q(f,a) € 1} €R

and

Qf, ) = ﬂ Q(f,a) € F,.

a€Q,a>a;

For all a > a; we have Q(f,a) \ Q(f,a1) € %, thus

{reQ: fw)#at= |J Qrau [J QU a)\Qf m)) e .

a€Q,a<ay a€Q,a>a1

Thus, f is constant except for a set of cardinality < N, that is, of y-measure zero. Since each
such function is obviously p-square integrable, % (Q, %, u) consists of all these functions. Let
us mention in passing that the respective space Ly(Q, F, u) of equivalence classes of functions
equal up to a set of p-measure zero is one-dimensional and consists of equivalence classes of
constant functions.

We let & = (Bg,0,71), R, Igu, R, A) be defined by (2)-(4), with (Q, %, i) as above. Let
A = ((Q,F, 1), (A1 z)zeq) be the classical Monte Carlo method (10) with one sample, which
is an unrestricted randomized algorithm, see (11)-(13). Obviously, card(A1, Beg,7,) = 1
and

Are(f) = fx) (€@, feF),

hence for each f € F' the mapping x — A, ,(f) = f(x) is .#-to-Borel measurable. Moreover,

M&EQuMAﬂzéﬂwww}zL
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which means

e(Igu, A, Boyo,7 1), R) = sup / [ Io.u(f) — A1.(f)|du(z) = 0,

feBay@.7.m)

proving (41).
Now let n,k € Ny and let A € @7;5"(Z,%). By Proposition 2.1 for each w € 2 there is a
deterministic algorithm A, = (L)%, (Tiw)i20s (0iw)i2y) for &2 so that

Aulf) = A(f ). (13)
Consider the zero function fy(z) =0 (z € Q). For w € Q let, according to (6) and (7),
5t1,w = Ll,wa 51‘4,“, = Li,w(fO(tl,w)a s 7f0(ti71,w)) = Li,w<07 s 70) (Z > 2)7 (44>
thus
card(Ay, fo) = min{i € Ng: 7,,(0,...,0) =1} (45)
o if card(Ay, fo) € {0, 00}
©n(0,...,0) if 1 <card(A,, fo) =n < .
Let
By ={tin:ieN weQ}. (47)
Then

Bol < [N % |9 < N| x R =&,
hence By € %#. Define f; € By, g,7 ) for j € {1,2} by

0 if JIGBO

fiz) = { (—1)  if z€Q\ B, (48)
With (6) and (7) we obtain
Otrw; = Liw, 0oy = Liw(filtiws), - filticiws)) (02 2), (49)
and
card(Ay, fj) = min{i € No: 7o (fj(trwy): - filtiws)) = 1} (50)
) { bt b ia;diizgi,efﬁojl . OV

Using (45)—(51), it is readily checked by induction that for all i € N, w € Q, and j € {1,2} we
have t;,, = ;. ;, therefore

fj(ti,w,j> = 0, C&I‘d(Aw, f]) = C&I’d(Aw, fo), Aw(fj) = Aw(fO)
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Consequently,
(IQM,A B%
- s / |1Qy ALDIAP) = mas [ [To,(1) = Au(F)IaB)
feBey(q.7 1) =12

> %;;/QUQ,M(J%) (f] |dP 21:2/ |IQH f] w(f0)|d]P>(w)

> 5 [ Voulh) - Toulab) -

This shows (42).

]
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